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## Kurzfassung

Die folgende Arbeit behandelt Techniken zur Lokalisierung und Kartierung unter der Verwendung einer einzigen Kamera. Das zugrundeliegende Problem, auch als monocular SLAM bekannt, wird zunächst erörtert und im Kontext bestehender Publikationen betrachtet. Es werden relevante mathematische Konzepte präsentiert, um nachfolgend diskutierte Verfahren untersuchen zu können. Dabei wird ausführlich auf die Methodik von Verfahren eingegangen, welche dem Stand der Technik entsprechen.
Ein besonderer Fokus der Arbeit besteht darin, neben traditionellen auch omnidirektionale Kameras miteinzubeziehen. Durch die Funktionsweise omnidirektionaler Kameras ergeben sich besondere Anforderungen, denen übliche SLAM-Verfahren nicht entsprechen. Daher werden explizit jene Methoden untersucht, die sowohl für den Einsatz mit traditionellen als auch mit omnidirektionalen Kameras geeignet sind. Abschließend wird ein neu entwickeltes Verfahren vorgestellt, das sich am Stand der Technik orientiert und durch Verallgemeinerungen mit beliebigen zentralen Kameramodellen einsetzbar ist. Die Evaluation des neuen, CAM-SLAM genannten Verfahrens zeigt, dass dieses ähnlich genau wie modernste Referenzverfahren operiert, gleichzeitig aber eine höhere Flexibilität bietet.


#### Abstract

The following thesis discusses localization and mapping techniques based on a single camera. After introducing the given problem, which is known as monocular $S L A M$, an overview of related publications is provided. Relevant mathematical principles are presented and subsequently used to compare available methods in the abstract. During this comparison, state-of-the-art methods are analyzed thoroughly. Various camera models are studied with emphasis on omnidirectional cameras, and corresponding techniques are investigated. Employing omnidirectional cameras imposes special requirements that are not met by common SLAM-methods. In this thesis, techniques that are applicable for traditional as well as omnidirectional cameras are evaluated. A new camera agnostic monocular SLAM system (CAM-SLAM) is presented. It was developed within the scope of this thesis and is inspired by recently proposed SLAM-methods. In contrast to most other systems, it supports any central camera model. Experiments show that CAM-SLAM features similar accuracy as state-of-the-art methods, while being considerably more flexible.
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## Chapter 1

## Introduction

The term simultaneous localization and mapping (SLAM) denotes the process of creating or refining a map, while determining the own position at the same time. This is a trivial task for humans: Imagine waking up after a long drive as a passenger, facing a new environment. Usually, it will only take seconds to get a proper understanding of the surroundings. Designing a machine with similar perceptional capabilities is a complex goal, which researchers of different domains strive for by building sensors and software. Inspired by the effective vision systems one can find in nature, such as the human eye in conjunction with the visual cortex, researchers have brought computer vision into focus.
SLAM techniques that rely on vision are referred to as visual-SLAM techniques and their performance increased remarkably in the last decade. This thesis concentrates on omnidirectional monocular visual-SLAM systems, which are SLAM systems that deploy a single camera ${ }^{11}$ with a wide field of view. Taking up the analogy to nature, such a vision system would correspond to that of a rabbit or horse, as the eyes of these animals also maximize their field of view at the expense of having monocular vision. There are several reasons for advocating the use of omnidirectional sensors in computer vision. First, many algorithms with applications to robotics detect visual landmarks. These landmarks will be present in many images when an omnidirectional camera is employed, resulting in a higher robustness. Second, a vision system with a high field of view collects more data than a traditional vision system in the same amount of time, although at a lower resolution. This is particularly useful in robotics or when teleconferencing or performing surveillance.

The purpose of this thesis is to introduce concepts of visual-SLAM, and the design of a new SLAM system for omnidirectional cameras. In fact, the newly creat-

[^0]ed system makes little assumptions about the camera model and supports traditional, omnidirectional and every single-view camera model ${ }^{2}$. For this reason, it is called camera-agnostic monocular SLAM - CAM-SLAM. Besides performing monocular SLAM, CAM-SLAM is also capable of reconstructing the environment semi-densely.

Firstly, the thesis presents related work in a concise and rather historical manner. Relevant publications are revisited later and in more detail. In order to discuss visual-SLAM methods on a conceptional level, a theoretical background is provided in Chapter 2 and additional resources are referenced when necessary. Since CAM-SLAM supports every central camera model, a set of common models is presented in Chapter 3. The models presented in this chapter are also used during the experiments performed later. Chapter 4 continues to elaborate on theoretical aspects related to multi-view geometry. It already aims at camera model-agnostic methods and first tests are run. State-of-the-art monocular visual-SLAM methods are investigated and compared in Chapter 5. Both keypoint-based and direct methods are considered and omnidirectional methods are reviewed as well. The subsequent Chapter 6 analyzes semi-dense 3D reconstruction algorithms and provides the mathematical derivation of the method implemented in CAM-SLAM. As loop-closing is an important aspect of large-scale SLAM-systems, its fundamentals are presented in Chapter 7 . The remaining chapters are dedicated to the implementation and evaluation of CAM-SLAM. The combination and modification of algorithms are discussed and the system's performance is measured during experiments.

### 1.1 Related work

A substantial amount of the theoretic principles involved in omnidirectional machine vision has been established during the 1990s, followed by the implementation of thorough omnidirectional vision systems. The first decisive monocular SLAM systems emerged in the subsequent decade and naturally inspired omnidirectional monocular SLAM systems. A roughly chronological overview of related work follows, while more details on relevant publications are given in the respective chapters of this thesis.

Modern monocular SLAM systems perform a 3D reconstruction of parts of the environment for mapping. Early works on omnidirectional 3D reconstruction were the ones of Ishiguro et al. [YT92 and Kang and Szeliski KS97. While Ishiguro

[^1]et al. used a single rotating camera ${ }^{3}$ to create a panoramic depth image, Sing Bing Kang and Richard Szeliski showed that the 8-point algorithm can be used to recover structure from multiple panoramic images using normalized cylindrical coordinates.
In 1998, Gluckman and Nayar GN98 showed that it is possible to estimate the motion of a catadioptric camera using the gradient based optical flow computation of Lucas and Kanade [LK81. Simon Baker and Shree Nayar also derived further theoretical aspects of catadioptric camera systems in [BN98, BN99]. They describe which configurations exhibit a single effective viewpoint and that the image resolution at the periphery of an omnidirectional image is highest.
A robot that performs omnidirectional visual homing - the task of navigating back to a start location based on computer vision, similarly to insects returning to their nests - was presented by Franz et al. [FSMB98] and later by Argyros et al. ABO01 and Goedemé et al. GTVG ${ }^{+} 05$.
In CS99, Chahl and Srinivasan developed an algorithm to estimate the distance of objects given their image space deformation while moving. Geyer and Daniilidis continued to investigate geometrical characteristics of catadioptric cameras GD99, GD01 and proposed a unifying camera model GD00 for traditional and omnidirectional cameras. In order to reduce processing time, Hicks and Bajcsy focused on mirror designs that do not distort the ground plane in their work [HB01]. Bunschoten and Kröse use of a cylindrical camera model to perform a 3D reconstruction in BK01b, BK03. They argue that by employing the cylindrical model, the parametrization of epipolar curves is easier than the parametrization of epipolar conics, as described by Tomáš Svoboda in Svo00b. A method to compute such cylindrical images based on a catadioptric video stream was earlier proposed by Peri and Nayar PN97.
One of the most prominent publications on monocular SLAM is the seminal work of Andrew Davison published in 2003 Dav03]. Davison applied EKF-SLAM to the domain of computer vision and his method is able to execute mapping as well as tracking in real-time. In 2006, Eade and Drummond presented a competing method [ED06] based on Fast-SLAM, which scales better.
Given the motion of a robot, Fleck et al. [ $\left[\overline{\mathrm{FBB}^{+} 05}\right]$ were able to reconstruct a dense 3D map of the environment using a catadioptric setup. On that account, they employed a graph cuts-based stereo matching algorithm.
Calibration methods for omnidirectional cameras were presented by Scaramuzza et al. SMS06a as well as Mei and Rives MR07 and are based on the model earlier proposed by Geyer and Daniilidis.

[^2]Some authors, such as Zhu et al. [ZHK ${ }^{+} 07$ ], acquire omnidirectional vision with an array of traditional cameras. The drawbacks of these arrays are that they do not exhibit a single viewpoint and that they are expensive, since multiple cameras have to be installed. Goedemé et al. GNTVG07, Murillo et al. MGS07] as well as Valgren and Lilienthal VL07 presented global omnidirectional topological localization systems. All three systems are able to localize themselves, though requiring a pre-built map. A 9-point algorithm for estimating para-catadioptric fundamental matrices was developed by Geyer and Stewenius GS07. In this thesis, however, the computation of essential matrices is preferred, as described in Section 4.1

A different method of computing the essential matrix using a para-catadioptric sensor is given by Gebken and Sommer [GS08]. It is based on conformal geometric algebra and non-linear optimization techniques.

In 2009, the next milestone in monocular SLAM was achieved by Klein and Murray KM09, through decoupling the mapping and tracking task. As a result, a more expensive mapping method is used, while tracking is performed in real-time.
The concept of homographies is frequently encountered in computer vision. For instance, the map initialization of a SLAM system can be based on homographies. Zhang et al. [ZLZH10] developed a method to compute homographies in the presence of a catadioptric camera with hyperbolic or elliptical mirror.

In 2011, Kawanishi et al. [KYK11] and Pagani and Stricker [PS11] presented a catadioptric and a spherical structure from motion application, respectively. Both systems are not intended for the use in real-time domains but share mathematical similarities, as will be revisited later. Schönbein et al. showed that the quality of three-view omnidirectional 3D reconstruction outperforms two-view reconstruction, when beneficial camera locations are chosen [SRL13].

There has been a trend in recent years to compute visual odometry, i.e. to estimate the robot motion, using omnidirectional vision Lab06, Sca08, SS08, TPD08, Sch12, ATA13. The advantage of estimating motion with omnidirectional sensors lies in the computation of the rotational motion component. While rotations are usually a burden when working with traditional cameras, all methods formerly mentioned exploit omnidirectional peculiarities to compute rotation. Although some of the systems, such as the one of Scaramuzza and Siegwart [SS08, exhibit a high accuracy, their estimation will diverge from the ground truth eventually. This happens because small errors accumulate over time, resulting in an inevitable drift. Furthermore, some of the systems impose constraints to the environment, which the system of Scaramuzza and Siegwart is a good example for, again. Such a constraint can be the assumption that the robot is moving on flat ground only, or that the robot is surrounded by walls.

In contrast to visual odometry approaches, researchers have also adapted fullfledged SLAM systems to the domain of omnidirectional vision, often based on EKF-SLAM RPG10b, RPG10a, GRMG11, PO13 or Fast-SLAM GMR13. A detailed discussion on monocular SLAM will follow in Section 5

Please note that the very recent omnidirectional implementation of LSDSLAM CEC15 was presented too late to be investigated extensively. It is referred to for the sake of completeness and is only addressed shortly in the remaining.

### 1.2 Hardware


(a) An omnidirectional camera built (b) Omnidirectional image made with by attaching a hyperboloid mirror to a the camera setup shown on the left. DSLR camera.

Figure 1.1: Prototypical omnidirectional camera and a corresponding image. Courtesy of Ryosuke Kawanishi and Toru Kaneko, Shizuoka University and Atsushi Yamashita and Hajime Asama, University of Tokyo. Published in [KYKA12] as Figure 1.

As it is denoted in BK01a, p.4-15], the word omnidirectional is a more technical synonym of the word panorama, which emerged in the late 18th century and is commonly used in the context of art. Puchberger invented the first panoramic camera in 1843 and inspired several innovators who constructed successors in the following years. These early omnidirectional cameras contained moving parts like
swing lenses or rotating lenses to capture a wide field of view. In addition, predecessors of wide-angle lenses were also introduced in the 19th century. A camera system that avoided moving parts and used a spherical lens filled with water was presented by Sutton in 1858.

In 1970, Rees was granted a patent for an omnidirectional camera system which used a hyperboloid mirror [Ree70]. The system captured the surface of the mirror and its resulting images could be transformed to normal perspective images, due to the uniqueness of the projection center. Figure 1.1 shows a modern setup of a hyperbolic mirror attached to a DSLR camera. Another catadioptric setup was introduced by Shree Nayar in 1988 Nay88. In contrast to Rees, Nayar captured the surface of two spheres in order to execute stereo vision algorithms.

Oh and Hall present a mobile robot [OH87 that uses a camera with a wide-angle fish-eye lens, followed by the work of Yagi and Kawato, who experiment with a mobile robot using a catadioptric camera [YK90, YKT91]. Yagi and Kawato call their system COPIS (standing for conic projection image sensor), which is used for obstacle avoidance. Another robot equipped with an omnidirectional image sensor is described by Thomas Geb in Geb03. Here, a reflective hemisphere is imaged for tele-operation.

Similar to the earlier work of Nayar in 1988, Gluckman, Nayar and Thoresz built an omnidirectional stereo-sensor by stacking two catadioptric cameras on top of each other [GNT98. Their method produced a disparity map projected onto a cylindrical surface. More recent works on binocular omnidirectional vision systems are presented by Arican and Frossard AF07 and Goto et al. GYK ${ }^{+} 11$. Both systems align two cameras horizontally to construct a disparity map or reconstruct 3D points. Luo et al. [HS ${ }^{+} 07$ elaborate on a less common setup, in which a single camera captures two mirrors that are aligned behind one another.

Especially in the last two decades, more systems have been proposed and most of them are based on one of the configurations described by Nayar and Baker Nay97, BN99] or Yagi [Yag99]. Ishiguro [Ish98] also addresses various catadioptric camera setups, while emphasizing low-cost solutions.

Experiments that were performed in the course of this thesis employed synthetic and real datasets. The V. $360^{\circ}$ by VSN Mobil has been used to capture own sequences, while the hardware used in external datasets is described in the relevant publications [SEE ${ }^{+}$12, GLU12, SSG14].

The last two sections briefly reviewed related concepts and hardware and placed this thesis into context. Subsequent chapters explain mathematical representations for omnidirectional cameras and discuss the development of a new monocular SLAM-system.

### 1.3 List of symbols

## Geometric transforms

$\boldsymbol{R} \quad$ Rotation matrix
$\boldsymbol{t} \quad$ Translation vector or baseline
$\boldsymbol{T}$ Affine transformation

## Coordinates

| $x$ | Real number: | $x \in \mathbb{R}$ |
| :--- | :--- | :--- |
| $\boldsymbol{x}$ | Real vector: | $x \in \mathbb{R}^{n}$ |
| $\hat{\boldsymbol{x}}$ | Normalized vector: | $\hat{\boldsymbol{x}}=\frac{\boldsymbol{x}}{\\|\boldsymbol{x}\\|}$ |
| $\boldsymbol{x}_{c}$ | 3D camera coordinate: | $(x, y, z, 0)^{\top} \in \mathbb{R}^{4}$ or $(x, y, z)^{\top} \in \mathbb{R}^{3}$ |
| $\boldsymbol{u}$ | Image coordinate: | $(d u, d v, d)^{\top} \in \mathbb{P}^{2}$ or $(u, v)^{\top} \in \mathbb{R}^{2}$ |
| $C$ | Coordinate of camera frame: | $(x, y, z, 1)^{\top} \in \mathbb{R}^{4}$ or $(x, y, z)^{\top} \in \mathbb{R}^{3}$ |

## Matrices

$\boldsymbol{K} \quad$ Camera calibration matrix, pinhole camera model
$\boldsymbol{P} \quad$ Camera matrix $=K T \in \mathbb{R}^{3 \times 4}$

$$
[\mathbf{a}]_{\times} \stackrel{\text { def }}{=}\left[\begin{array}{ccc}
0 & -a_{3} & a_{2} \\
a_{3} & 0 & -a_{1} \\
-a_{2} & a_{1} & 0
\end{array}\right]
$$

## Parameters

$\lambda_{i}=c \quad$ Configurable threshold with default value $c$
$\Lambda_{i}=c$ Configurable parameter with default value $c$

## Chapter 2

## Background

Visual SLAM systems consist of a variety of components, each of them providing different techniques and algorithms. Even though these components are customized for the special needs of chosen methods, some central tasks - such as the representation of motion - are indispensable, regardless of design choices. This chapter addresses fundamental, mainly mathematical, concepts that are relevant for most visual SLAM systems. All of the topics presented in this chapter will be revisited - directly or indirectly - afterward. As a profound discussion of every involved method is out of the scope of this thesis, more thorough literature is referred to where appropriate.

### 2.1 Representing motion

The position and orientation of a robot, referred to as pose of the robot, as well as its movement can be expressed using rigid-body motion. Rigid-body motion in $\mathbb{R}^{n}$ is commonly modeled by the set of matrices that corresponds to the special Euclidean group $\mathbf{S E}(n+1)$. Those matrices are of the following form:

$$
\boldsymbol{M} \in\left\{\left.\left(\begin{array}{cc}
\boldsymbol{R} & \boldsymbol{t} \\
0 & 1
\end{array}\right) \right\rvert\, \boldsymbol{R} \in \mathbf{S O}(n) \text { and } \boldsymbol{t} \in \mathbb{R}^{n}\right\}
$$

Where $\boldsymbol{R}$ is an element of the special orthogonal group $\mathbf{S O}(n)$, a common Lie group, which represents rotation, and $\boldsymbol{t} \in \mathbb{R}^{n}$ represents translation. Such transformation matrices can be applied to points and vectors in homogeneous coordinates. One major drawback of this representation is, however, that rotations are described by $n \times n$ matrices, although they have only $n$ degrees of freedom. This makes it difficult to optimize them due to the high dimensionality and constraints,


Figure 2.1: Illustration of the local mapping from a sphere surface to the tangent plane. The operator $\boxplus$ usually denotes an addition in tangent space, followed by a mapping back to the manifold: $\boxplus: \mathcal{M} \times \mathbb{R}^{n} \longmapsto \mathcal{M}$, where $x \in \mathcal{M}$ and $\delta \in \mathbb{R}^{n}$. Courtesy of Christoph Hertzberg, René Wagner, Udo Frese and Lutz Schröder, University of Bremen. Published in HWFS11 as Figure 1. A detailed introduction of box operators is given in Her08].
such as $\operatorname{det}(\boldsymbol{R})=1$. Hence, it is useful to have a more compact representation of the special Euclidean group. While it is possible to express rotations using quaternions, a more generic solution is offered by the Lie algebra, which is discussed in the following section.

### 2.2 Manifolds and Lie Groups

Manifolds and Lie groups are topological spaces that are often encountered in physics or robotics. While their structure is discussed rather briefly here, a more thorough introduction is given by Hauke Strasdat Str12a or textbooks such as Gal11, Sti08. Manifolds are spaces that locally behave Euclidean, but potentially behave differently in a global perspective. Figure 2.1 illustrates a sphere which is a common example of manifolds. Locally, the sphere behaves like a plane, the tangent plane, whereas the global behavior is non-linear.
Lie groups are differentiable manifolds so that group operations (multiplication and inversion) are smooth maps. This allows constructing the tangent space at each point of the manifold. The tangent space contains all vectors that tangentially pass through the point of interest. It turns out that the tangent space at the identity can be used to construct each element of the Lie group by repeating an infinitesimal transformation. This becomes clearer, when regarding the special orthogonal Lie
group $\mathbf{S O}(3)$ prototypically. Elements of this group represent rotations in 3D. An infinitesimal element of the tangent space at the identity expresses an infinitesimal change in rotation. When such an element is chosen correctly and the infinitesimal changes in rotation are accumulated often enough, then each rotation $\in \mathbf{S O}(3)$ can be constructed.

Example: Assume a rotation $\boldsymbol{R}(\alpha)_{z}$ of an arbitrary angle $\alpha$ around the $z$-axis is given, then the rotation matrix and the infinitesimal first order approximation are written as:

$$
\begin{align*}
\boldsymbol{R}(\alpha)_{z} & =\left[\begin{array}{ccc}
\cos \alpha & -\sin \alpha & 0 \\
\sin \alpha & \cos \alpha & 0 \\
0 & 0 & 1
\end{array}\right]  \tag{2.1}\\
\boldsymbol{R}(\mathrm{d} \alpha)_{z} & =\left[\begin{array}{ccc}
1 & -\mathrm{d} \alpha & 0 \\
\mathrm{~d} \alpha & 1 & 0 \\
0 & 0 & 1
\end{array}\right]=I+\mathrm{d} \alpha\left[\begin{array}{ccc}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]=I+\mathrm{d} \alpha \hat{\boldsymbol{\omega}}_{z} \tag{2.2}
\end{align*}
$$

Now, it is possible to reconstruct the original rotation by the accumulation of infinitesimal rotational changes, which results in the exponential mapping:

$$
\begin{equation*}
\boldsymbol{R}(\alpha)_{z}=\left(I+\mathrm{d} \alpha \hat{\boldsymbol{\omega}}_{z}\right)^{\infty}=\lim _{n \rightarrow \infty}\left(I+\frac{\alpha \hat{\boldsymbol{\omega}}_{z}}{n}\right)^{n}=\exp \left(\alpha \hat{\boldsymbol{\omega}}_{z}\right) \tag{2.3}
\end{equation*}
$$

Equation 2.3 shows that it is possible to represent rotations around the $z$-axis through a scaled skew symmetric matrix $\alpha \hat{\boldsymbol{\omega}}_{z}$. This scheme can be generalized to rotations around arbitrary axes by adjusting the matrix accordingly:

$$
\hat{\boldsymbol{\omega}}=[\boldsymbol{\omega}]_{\times}=\left[\begin{array}{ccc}
0 & -\omega_{3} & \omega_{2}  \tag{2.4}\\
\omega_{3} & 0 & -\omega_{1} \\
-\omega_{2} & \omega_{1} & 0
\end{array}\right]
$$

In the generalized case, $\hat{\boldsymbol{\omega}}$ is still a skew symmetric matrix and is called generator of infinitesimal transformations. Generators are elements of the tangent space, here of $\mathbf{S O}(3)$, and they form their own algebra, the Lie algebra, here $\hat{\boldsymbol{\omega}} \in \mathfrak{s o}(3)$. The multiplication of the $\mathfrak{s o}(3)$ algebra is known as Lie bracket and is given by:

$$
\begin{equation*}
[\cdot, \cdot]: \mathfrak{s o}(3) \times \mathfrak{s o}(3) \longmapsto \mathfrak{s o}(3), \quad[\hat{\boldsymbol{v}}, \hat{\boldsymbol{w}}]:=\hat{\boldsymbol{w}} \hat{\boldsymbol{v}}-\hat{\boldsymbol{v}} \hat{\boldsymbol{w}} \tag{2.5}
\end{equation*}
$$

So far, the Lie group $\mathbf{S O}(3)$ and the related Lie algebra $\mathfrak{s o}(3)$ were presented. Equation 2.3 showed that there is an exponential mapping from elements of $\mathfrak{s o}(3)$ to elements of $\mathbf{S O}(3)$. The inverse mapping is given straightaway by the logarithm. Applying the tangent space $\mathfrak{s o ( 3 )}$ instead of $\mathbf{S O}(3)$ should be considered due to the following reasons:

1. While $\mathfrak{s o}(3)$ is linear, $\mathbf{S O}(3)$ is not.
2. In contrast ${ }^{1}$ to elements of $\mathbf{S O}(3)$, elements of $\mathfrak{s o}(3)$ are parametrized minimally and unconstrained. The unconstrained representation without singularities is especially useful for optimization purposes.

Like $\mathbf{S O}(3)$, the group of rigid transformations $\mathbf{S E}(3)$, as well as the group of similarity transformations $\operatorname{Sim}(3)$, are also Lie groups and are associated with Lie algebras in the same manner. While $\mathfrak{s e}(3)$ contains elements of the tangent space of $\mathrm{SE}(3), \mathfrak{s i m}(3)$ consists of elements of the tangent space of $\operatorname{Sim}(3)$. In the context of pose graph optimization, $\mathfrak{s i m}(3)$ is probably the most interesting transformation representation, since it embodies scaling. As explained later, scale drift is a major source of error in the presence of monocular sensors. Hence, explicitly addressing scale changes during optimization is advantageous.

### 2.3 Optimization

Virtually all computer vision methods encounter some sort of uncertainty, since the mere process of performing sensor measurements involves ambiguities. Nonsynthetic images, for example, may exhibit a substantial degree of noise and quantization inaccuracies, resulting in contradicting measurements. Hence, algorithms try to find solutions that fit the data best, as a perfect fit is not possible in general. As soon as various solutions are feasible, the task of finding the best of them is an optimization problem. While there are algorithms that perform optimization rather implicitly, such as the Hough transform for line fitting, others make explicit use of optimization techniques. In order to design new methods, it is crucial to have an understanding of appearing uncertainties and to know which techniques are available for error reduction.

The general optimization problem can be expressed as follows. Given an objective function $f(\boldsymbol{x})$ of a parameter vector $\boldsymbol{x}$, the goal is to find the global minimizer $\boldsymbol{x}^{*}$ :

$$
\begin{equation*}
\boldsymbol{x}^{*}=\underset{\boldsymbol{x} \in \mathbb{S}}{\operatorname{argmin}} f(\boldsymbol{x}) \tag{2.6}
\end{equation*}
$$

Where $\mathbb{S}$ is the space of solutions and $\boldsymbol{x}$ might have to fulfill constraints for belonging to this space. Assume that $\boldsymbol{x}$ parametrizes a line in an image: In this prototypical example, the function $f$ could assign each line configuration an error based on observations, i.e. the sum of square distances of observed points to that

[^3]line. Then, $\boldsymbol{x}^{*}$ would be the line parametrization which fits the point observations best.

The following sections briefly review techniques to perform optimization, as in Equation 2.6, with focus on methods that have successfully been applied to computer vision. Throughout this chapter, it is assumed that objective functions are continuous and differentiable, leading to the methods presented. The notation used in the next chapter is based on the textbooks Pri12, Tre13, NW06 ${ }^{2}$,

### 2.3.1 Maximum likelihood and Maximum a posteriori

As already mentioned, optimization techniques are employed due to different sources of uncertainty. Since uncertainty often occurs in a structured way, it is possible to find probabilistic formulations. Bayes' rule specifies a relation of joint probabilities that allows the development of those formulations. According to Bayes' rule, when two random variables $\boldsymbol{x}$ and $\boldsymbol{z}$ are given, the conditional probability or density $\operatorname{Pr}(\boldsymbol{x} \mid \boldsymbol{z})$ can be formulated as:

$$
\begin{equation*}
\operatorname{Pr}(\boldsymbol{x} \mid \boldsymbol{z})=\frac{\operatorname{Pr}(\boldsymbol{z} \mid \boldsymbol{x}) \operatorname{Pr}(\boldsymbol{x})}{\operatorname{Pr}(\boldsymbol{z})} \tag{2.7}
\end{equation*}
$$

By convention, the term $\operatorname{Pr}(\boldsymbol{x} \mid \boldsymbol{z})$ is referred to as posterior, $\operatorname{Pr}(\boldsymbol{z} \mid \boldsymbol{x})$ as likelihood, $\operatorname{Pr}(\boldsymbol{x})$ as prior and $\operatorname{Pr}(\boldsymbol{z})$ as evidence. Imagine that $\boldsymbol{z}$ expresses sensor measurements, or point observations as in the earlier example, and $\boldsymbol{x}$ expresses a parametrization that is to be optimized; then $\operatorname{Pr}(\boldsymbol{x} \mid \boldsymbol{z})$ represents the postobservation probability or density of $\boldsymbol{x}, \operatorname{Pr}(\boldsymbol{z} \mid \boldsymbol{x})$ the likelihood of a measurement given $\boldsymbol{x}$ and $\operatorname{Pr}(\boldsymbol{x})$ represents prior knowledge of $\boldsymbol{x}$. The term $\operatorname{Pr}(\boldsymbol{z})$ is commonly dropped because it is independent of the parameter vector $\boldsymbol{x}$, and a scaling of $\operatorname{Pr}(\boldsymbol{z})^{-1}$ does not change the location of the maximizer of $\operatorname{Pr}(\boldsymbol{x} \mid \boldsymbol{z})$. While Equation 2.6 suggests minimizing the error related to a parameter vector, it is also possible to maximize the probability of a parameter vector, given measurements.

[^4]Assuming the independence of $n \in \mathbb{N}^{+}$measurements $\boldsymbol{z}_{1} . . \boldsymbol{z}_{n}$ and dropping the dominator yields the maximum a posteriori (MAP) fitting:

$$
\begin{align*}
\boldsymbol{x}^{*} & =\underset{\boldsymbol{x}}{\operatorname{argmax}}\left[\operatorname{Pr}\left(\boldsymbol{x} \mid \boldsymbol{z}_{1 . .} \boldsymbol{z}_{n}\right)\right]  \tag{2.8}\\
& =\underset{\boldsymbol{x}}{\operatorname{argmax}}\left[\frac{\operatorname{Pr}\left(\boldsymbol{z}_{\left.1 . . \boldsymbol{z}_{n} \mid \boldsymbol{x}\right) \operatorname{Pr}(\boldsymbol{x})}^{\operatorname{Pr}\left(\boldsymbol{z}_{1 . .} \boldsymbol{z}_{n}\right)}\right]}{}\right. \\
& =\underset{\boldsymbol{x}}{\operatorname{argmax}}\left[\prod_{i=1}^{n} \operatorname{Pr}\left(\boldsymbol{z}_{i} \mid \boldsymbol{x}\right) \operatorname{Pr}(\boldsymbol{x})\right]
\end{align*}
$$

Should prior information be unavailable, a uniform distribution of $\operatorname{Pr}(\boldsymbol{x})$ can be assumed, leading to the maximum likelihood (ML) estimator:

$$
\begin{equation*}
\boldsymbol{x}^{*}=\underset{\boldsymbol{x}}{\operatorname{argmax}}\left[\prod_{i=1}^{n} \operatorname{Pr}\left(\boldsymbol{z}_{i} \mid \boldsymbol{x}\right)\right] \tag{2.9}
\end{equation*}
$$

As noted by Triggs el al. TMHF00, ML estimators can also include prior information using additional observations. Therefore, the distinction between observation and prior is rather terminological. In order to compute the best ML parameter estimate $\boldsymbol{x}^{*}$, the derivative of Equation 2.9 has to be set to zero, which results in expensive computations. To ease the computation, the related log-likelihood method can be applied. The equation

$$
\begin{align*}
\boldsymbol{x}^{*} & =\underset{\boldsymbol{x}}{\operatorname{argmax}}\left[\ln \left(\prod_{i=1}^{n} \operatorname{Pr}\left(\boldsymbol{z}_{i} \mid \boldsymbol{x}\right)\right)\right]  \tag{2.10}\\
& =\underset{\boldsymbol{x}}{\operatorname{argmin}}\left[-\ln \left(\prod_{i=1}^{n} \operatorname{Pr}\left(\boldsymbol{z}_{i} \mid \boldsymbol{x}\right)\right)\right] \\
& =\underset{\boldsymbol{x}}{\operatorname{argmin}}\left[-\sum_{i=1}^{n} \ln \left(\operatorname{Pr}\left(\boldsymbol{z}_{i} \mid \boldsymbol{x}\right)\right)\right]
\end{align*}
$$

yields the same result as Equation 2.9, since the extremes do not change after applying the monotonous logarithm function.
Application. Assume a model is parametrized by $\boldsymbol{x}$ and the input $\boldsymbol{z}^{\prime}$ is mapped to an observation $\boldsymbol{z}$ under Gaussian noise $\varepsilon \sim \mathcal{N}(0, \Omega)$ :

$$
\begin{equation*}
\boldsymbol{z}=g\left(\boldsymbol{x}, \boldsymbol{z}^{\prime}\right)+\varepsilon \tag{2.11}
\end{equation*}
$$

Where the model $g\left(\boldsymbol{x}, \boldsymbol{z}^{\prime}\right)$ could again represent a line in an image with observations $\boldsymbol{z}$ normally distributed around the line. Given the model of Equation 2.11, it is possible to express $\operatorname{Pr}\left(\boldsymbol{z}_{i} \mid \boldsymbol{x}\right)$ as multivariate normal distribution with mean $\boldsymbol{z}_{i}$ :

$$
\begin{equation*}
\operatorname{Pr}\left(\boldsymbol{z}_{i} \mid \boldsymbol{x}\right)=\frac{1}{\sqrt{(2 \pi)^{p} \operatorname{det}(\Omega)}} \exp \left(-\frac{1}{2}\left(\boldsymbol{z}_{i}-g\left(\boldsymbol{x}, \boldsymbol{z}_{i}^{\prime}\right)\right)^{T} \Omega^{-1}\left(\boldsymbol{z}_{i}-g\left(\boldsymbol{x}, \boldsymbol{z}_{i}^{\prime}\right)\right)\right) \tag{2.12}
\end{equation*}
$$

Here, $\Omega$ denotes the covariance matrix of the normal distribution and $p$ the dimension of $\boldsymbol{z}_{i}$. Combining Equation 2.10 and 2.12 leads to:

$$
\begin{array}{r}
\boldsymbol{x}^{*}=\underset{\boldsymbol{x}}{\operatorname{argmin}}\left[n \ln \sqrt{(2 \pi)^{p} \operatorname{det}(\Omega)}+\frac{1}{2} \sum_{i=1}^{n}\left(\boldsymbol{z}_{i}-g\left(\boldsymbol{x}, \boldsymbol{z}_{i}^{\prime}\right)\right)^{T} \Omega^{-1}\left(\boldsymbol{z}_{i}-g\left(\boldsymbol{x}, \boldsymbol{z}_{i}^{\prime}\right)\right)\right] \\
\boldsymbol{x}^{*}=\underset{\boldsymbol{x}}{\operatorname{argmin}}\left[\frac{1}{2} \sum_{i=1}^{n}\left(\boldsymbol{z}_{i}-g\left(\boldsymbol{x}, \boldsymbol{z}_{i}^{\prime}\right)\right)^{T} \Omega^{-1}\left(\boldsymbol{z}_{i}-g\left(\boldsymbol{x}, \boldsymbol{z}_{i}^{\prime}\right)\right)\right] \tag{2.13}
\end{array}
$$

The structure of this problem is of a special form, which is called least squares optimization and will be covered in the next section. Before this, some remarks are owed:

1. It is not always appropriate to model noise by a normal distribution. Hence, not every maximum likelihood problem is a least squares problem.
2. Noise cannot always be added linearly. For instance, instead of adding noise linearly on Lie groups, one should consider using the Lie algebra.
3. The use of Bayes' rule is attractive, because representing $\operatorname{Pr}(\boldsymbol{x} \mid \boldsymbol{z})$ is problemspecific and the surface of this function is possibly (much) less uniform than the one of $\operatorname{Pr}(\boldsymbol{z} \mid \boldsymbol{x})$.

### 2.3.2 Least Squares

Optimization problems with the following structure:

$$
\begin{equation*}
\boldsymbol{x}^{*}=\underset{\boldsymbol{x}}{\operatorname{argmin}} f(\boldsymbol{x})=\underset{\boldsymbol{x}}{\operatorname{argmin}} \frac{1}{2} \sum_{i=1}^{n}\left\|r_{i}(\boldsymbol{x})\right\|^{2} \tag{2.14}
\end{equation*}
$$

are referred to as least-squares problems, since their purpose is to reduce the sum of square values returned by the error function $r_{i}(\boldsymbol{x})$. Please note that squaring the norm is equal to summing squared entries of $r_{i}(\boldsymbol{x})$ component-wise. It is common that the error function expresses the difference between a measurement and an expectation. This difference is also called residual and in accordance with the last section could be written as:

$$
\begin{equation*}
r_{i}(\boldsymbol{x})=\boldsymbol{z}_{i}-g\left(\boldsymbol{x}, \boldsymbol{z}_{i}^{\prime}\right) \tag{2.15}
\end{equation*}
$$

Assuming that the covariance matrix $\Omega$ is the identity matrix, Equation 2.13 already matches a least squares problem. In practice, the least squares problem is often described by:

$$
\begin{equation*}
\boldsymbol{x}^{*}=\underset{\boldsymbol{x}}{\operatorname{argmin}} \sum_{i=1}^{n} r_{i}(\boldsymbol{x})^{\top} \Omega^{-1} r_{i}(\boldsymbol{x}) \tag{2.16}
\end{equation*}
$$

Where $\Omega^{-1}$ is called the information matrix. Expression 2.16 , seemingly ${ }^{3}$ more general than 2.14 , is called the generalized least squares. If only diagonal entries of $\Omega^{-1}$ are unequal to zero, the problem is referred to as weighted least squares, as this corresponds to Equation 2.14 with arbitrary weighted components. Here, the scaling by $\frac{1}{2}$ has been dropped, as it does not effect the minimizer. Given the generalized least squares formulation, the minimization of the negative loglikelihood under Gaussian noise perfectly matches a least squares problem.

The advantage of least squares optimization is that the special structure can be exploited in order to derive faster or more stable algorithms. In the linear case, for example, where each $r_{i}(\boldsymbol{x})$ is linear, it is possible to compute $\boldsymbol{x}^{*}$ algebraically. The Gauss-Newton method is not restricted to the linear case and is presented in the next chapter.

### 2.3.3 Gauss-Newton

The idea behind the Gauss-Newton method is simple: Given an initial guess $\boldsymbol{x}^{0}$ near $\boldsymbol{x}^{*}$, assume that the error functions are linear and compute the best fit $\boldsymbol{x}^{1}$ algebraically using the linear model. Since the assumption of having linear error functions does not hold in general, $\boldsymbol{x}^{1}=\boldsymbol{x}^{*}$ will usually not satisfy. By repeating the linearization step arbitrarily often, further successors of $\boldsymbol{x}^{0}$ are computed until the solution is good enough. The first order Taylor approximation of $r_{i}(\boldsymbol{x})$ is:

$$
\begin{equation*}
r_{i}(\boldsymbol{x}+\boldsymbol{\Delta} \boldsymbol{x}) \approx r_{i}(\boldsymbol{x})+\boldsymbol{J}_{i} \boldsymbol{\Delta} \boldsymbol{x} \tag{2.17}
\end{equation*}
$$

[^5]Where $\boldsymbol{J}_{i}$ is the Jacobian of the function $r_{i}$. Then the squared norm of the residual is written as follows ${ }^{4}$.

$$
\begin{align*}
\left\|r_{i}(\boldsymbol{x}+\boldsymbol{\Delta} \boldsymbol{x})\right\|^{2} & =r_{i}(\boldsymbol{x}+\boldsymbol{\Delta} \boldsymbol{x})^{\top} r_{i}(\boldsymbol{x}+\boldsymbol{\Delta} \boldsymbol{x})  \tag{2.18}\\
& \approx\left(r_{i}(\boldsymbol{x})+\boldsymbol{J}_{i} \boldsymbol{\Delta} \boldsymbol{x}\right)^{\top}\left(r_{i}(\boldsymbol{x})+\boldsymbol{J}_{i} \boldsymbol{\Delta} \boldsymbol{x}\right) \\
& =r_{i}^{\top}(\boldsymbol{x}) r_{i}(\boldsymbol{x})+r_{i}^{\top}(\boldsymbol{x}) \boldsymbol{J}_{i} \boldsymbol{\Delta} \boldsymbol{x}+\left(\boldsymbol{J}_{i} \boldsymbol{\Delta} \boldsymbol{x}\right)^{\top} r_{i}(\boldsymbol{x})+\left(\boldsymbol{J}_{i} \boldsymbol{\Delta} \boldsymbol{x}\right)^{\top} \boldsymbol{J}_{i} \boldsymbol{\Delta} \boldsymbol{x} \\
& =r_{i}^{\top}(\boldsymbol{x}) r_{i}(\boldsymbol{x})+2 r_{i}^{\top}(\boldsymbol{x}) \boldsymbol{J}_{i} \boldsymbol{\Delta} \boldsymbol{x}+\boldsymbol{\Delta} \boldsymbol{x}^{\top} \boldsymbol{J}_{i}^{\top} \boldsymbol{J}_{i} \boldsymbol{\Delta} \boldsymbol{x}
\end{align*}
$$

Remarkably, the term $\boldsymbol{J}_{i}^{\top} \boldsymbol{J}_{i}$ in the last line of this equation is an approximation to the Hessian matrix. This means that solving Equation 2.18 for $\boldsymbol{\Delta} \boldsymbol{x}$ performs a second order approximation using only first order information. To verify this, the separately computed Hessian writes:

$$
\begin{equation*}
H_{i}=2 \boldsymbol{J}_{i}^{\top} \boldsymbol{J}_{i}+2 \frac{\partial^{2} r_{i}(\boldsymbol{x})}{\partial \boldsymbol{x}_{j} \partial \boldsymbol{x}_{k}} \tag{2.19}
\end{equation*}
$$

Here $j$ and $k$ are indices for partial derivatives. Formulating a second order Taylor expansion of the squared norm term would result in an equation similar to 2.18, which exhibits the additional partial derivatives of Equation 2.19. Avoiding these second order derivatives is preferable, however, as their computation is demanding. Furthermore, they are less dominant than the $\boldsymbol{J}_{i}^{\top} \boldsymbol{J}_{i}$ part, especially for small residuals.

So far, the summation of residuals has been neglected. Combining Equation 2.14 and 2.18 yields

$$
\begin{align*}
\boldsymbol{\Delta} \boldsymbol{x}^{*} & \approx \underset{\boldsymbol{\Delta} \boldsymbol{x}}{\operatorname{argmin}} \sum_{i=1}^{n} r_{i}^{\top}(\boldsymbol{x}) r_{i}(\boldsymbol{x})+2 r_{i}^{\top}(\boldsymbol{x}) \boldsymbol{J}_{i} \boldsymbol{\Delta} \boldsymbol{x}+\boldsymbol{\Delta} \boldsymbol{x}^{\top} \boldsymbol{J}_{i}^{\top} \boldsymbol{J}_{i} \boldsymbol{\Delta} \boldsymbol{x}  \tag{2.20}\\
& =\underset{\boldsymbol{\Delta} \boldsymbol{x}}{\operatorname{argmin}} \sum_{i=1}^{n}\left[r_{i}^{\top}(\boldsymbol{x}) r_{i}(\boldsymbol{x})\right]+2 \sum_{i=1}^{n}\left[r_{i}^{\top}(\boldsymbol{x}) \boldsymbol{J}_{i}\right] \boldsymbol{\Delta} \boldsymbol{x}+\boldsymbol{\Delta} \boldsymbol{x}^{\top} \sum_{i=1}^{n}\left[\boldsymbol{J}_{i}^{\top} \boldsymbol{J}_{i}\right] \boldsymbol{\Delta} \boldsymbol{x}
\end{align*}
$$

which is quadratic in $\boldsymbol{\Delta} \boldsymbol{x}$. After setting the derivative to zero, $\boldsymbol{\Delta} \boldsymbol{x}^{*}$ is computed by solving:

$$
\begin{equation*}
\sum_{i=1}^{n}\left[\boldsymbol{J}_{i}^{\top} \boldsymbol{J}_{i}\right] \boldsymbol{\Delta} \boldsymbol{x}^{*}=-\sum_{i=1}^{n}\left[r_{i}^{\top}(\boldsymbol{x}) \boldsymbol{J}_{i}\right] \tag{2.21}
\end{equation*}
$$

[^6]In literature, the explicit notation of the summation is commonly avoided, which leads to the clearer form:

$$
\begin{equation*}
\boldsymbol{J}^{\top} \boldsymbol{J} \boldsymbol{\Delta} \boldsymbol{x}^{*}=-r^{\top} \boldsymbol{J}=-\boldsymbol{J}^{\top} r \tag{2.22}
\end{equation*}
$$

As mentioned by Grisetti et al. GKSK11, the summed matrix $\boldsymbol{J}^{\top} \boldsymbol{J}$ is usually sparse by construction. Hence, it can be efficiently solved using methods like Cholesky factorization.

Problems of the Gauss-Newton method are that it is only stable for good initial estimates $\boldsymbol{x}^{0}$ and that neither convergence nor an improvement with each iteration is guaranteed. Two improvements in order to overcome these drawbacks lead to the Levenberg-Marquardt algorithm.

### 2.3.4 Levenberg-Marquardt

The gradient descent method offers an intuitive approach for optimization. Having any continuous differentiable function, the negative gradient will point towards a local or even global minimum of this function. Iteratively taking small enough steps in this direction will therefore lead to a minimizer. Computing the gradient of the residuals yields

$$
\begin{equation*}
\nabla \frac{1}{2} \sum_{i=1}^{n}\left\|r_{i}(\boldsymbol{x})\right\|^{2}=-\boldsymbol{J}^{\top} r \tag{2.23}
\end{equation*}
$$

using the same notation of Equation 2.22. While being rather stable, the convergence rate of gradient descent is known to be small. Both Levenberg [Lev44] and Marquardt Mar63 suggested combining the Gauss-Newton method with gradient descent for least squares problems by performing gradient descent steps at the beginning or when convergence is low and Gauss-Newton otherwise. This can be accomplished using the following equation:

$$
\begin{equation*}
\left(\boldsymbol{J}^{\top} \boldsymbol{J}+\lambda \boldsymbol{I}\right) \boldsymbol{\Delta} \boldsymbol{x}^{*}=-\boldsymbol{J}^{\top} r, \tag{2.24}
\end{equation*}
$$

where $\boldsymbol{I}$ is the unit matrix and $\lambda$ a damping factor. This expression is equivalent to 2.22 , when $\lambda=0$. Yet, $\boldsymbol{\Delta} \boldsymbol{x}^{*}$ develops into the same direction as the gradient for large $\lambda$, since the weight of $\boldsymbol{J}^{\top} \boldsymbol{J}$ decreases with increasing $\lambda$. This results in an interpolation between gradient descent and the Gauss-Newton method based on the value of $\lambda$. As described in DS96, replacing the identity matrix with a positive diagonal matrix $\boldsymbol{D}^{2}$ is equivalent to scaling the components of the gradient. To
improve the convergence speed at situations where the gradient is small but $\lambda$ and the curvature are high, Marquardt introduced a change of Equation 2.24 tt 5 :

$$
\begin{equation*}
\left(\boldsymbol{J}^{\top} \boldsymbol{J}+\lambda \operatorname{diag}\left[\boldsymbol{J}^{\top} \boldsymbol{J}\right]\right) \boldsymbol{\Delta} \boldsymbol{x}^{*}=-\boldsymbol{J}^{\top} r \tag{2.25}
\end{equation*}
$$

which is the essential equation of Levenberg-Marquardt optimization. Implementation details and choices for the damping parameter $\lambda$ are discussed in the book [SW03] by Seber and Wild.

### 2.3.5 Robust error functions

Up to now, the optimization discussion emphasized a Gaussian noise model. There are scenarios, however, where outliers occur in addition to noise. Outliers are measurements associated with a high error, usually due to misinterpreted data. Mismatching image features, for instance, is a common source for outliers in the field of computer vision. The error function of Equation 2.14 is quadratic in the length of the residual. Therefore, few outlier measurements with high errors have a massive impact of the overall error, misleading the optimization process. This effect can be reduced by employing alternative error functions. Given the norm of a residual $\delta_{i}=\left\|r_{i}(\boldsymbol{x})\right\|$, the error was previously calculated by $C_{s}(\delta)=\delta^{2}$. Several alternatives to the squared error cost function are available, such as the Huber function:

$$
C_{h}(\delta):= \begin{cases}\delta^{2} & \text { if } \delta<\lambda_{b}  \tag{2.26}\\ 2 b \delta & \text { else }\end{cases}
$$

Here, the constant $\lambda_{b}$ has to be chosen according to the outlier threshold. Like a squared error function, the Huber function is quadratic in $\delta$ for small errors, but linear once a threshold is passed, which effectively reduces the impact of outliers. Being convex, the Huber function does not introduce additional minima to the objective function. Figure 2.2 plots both the Huber and quadratic cost function.
In [HZ04, p.616-622], Hartley and Zissermann compare several error functions and explain how to apply them in least square optimization. While the LevenbergMarquardt method still expects problems with a quadratic cost function, inserting weighted residuals allows using arbitrary cost functions:

$$
\begin{array}{r}
w_{i}^{2}\left\|r_{i}(\boldsymbol{x})\right\|^{2}=C\left(\left\|r_{i}(\boldsymbol{x})\right\|\right)  \tag{2.27}\\
w_{i}=\frac{\sqrt{C\left(\left\|r_{i}(\boldsymbol{x})\right\|\right)}}{\left\|r_{i}(\boldsymbol{x})\right\|}
\end{array}
$$

[^7]

Figure 2.2: Comparison of the quadratic (orange) and Huber (turquoise) cost function with a threshold $\lambda_{b}=0.3$. In contrast to the quadratic cost-function, the Huber function behaves linearly for $\delta \geq 0.3$.

In this equation, $w_{i}$ is a weight for the residual $r_{i}(\boldsymbol{x})$ and $w_{i}^{2}\left\|r_{i}(\boldsymbol{x})\right\|^{2}$ is the new cost function which suffices a least squares structure. In order to perform a GaussNewton or Levenberg-Marquardt iteration, first, the original residuals $r_{i}(\boldsymbol{x})$ are computed as usual, followed by computing the incremental step using the weighted cost function of Equation 2.27

### 2.3.6 Graph-based optimization

Various optimization problems, especially those that are SLAM related, exhibit a (hyper-) graph structure that can be used for optimization. An influential work on that matter was presented by Lu and Milios in 1997 [LM97], where the graph is referred to as network of pose relations. The idea was to represent each pose of a robot as a node in a network connected by links that represent relative motion, and to perform global optimization on this network. Although the concept of constructing a graph of poses dates back to 1986 [SC86], it was previously common to employ sequential mapping only, for example by matching laser-range scans of two consecutive robot locations. Neglecting global information, however, results in accumulated errors that can severely interfere with the mapping process. This is illustrated in Figure 2.3, where the course created using relative motion only, is compared to a globally optimized trajectory. As already mentioned above, a graph exhibits nodes and edges, corresponding to robot poses and relative motion respectively. In more general terms, nodes of the graph form vectors of parameters to be estimated or optimized, and edges form constraints between the nodes. Given a cost function that assigns an error to an edge based on how good the constraint is fulfilled, it is possible to employ the Levenberg-Marquardt minimizer to execute the


Figure 2.3: Using only odometry readings for localization results in accumulated errors, as the path in the left image shows. The magnitude of the error becomes obvious when comparing the left to the right image, which shows the true trajectory. Both images display the course from the Victoria Park dataset. Courtesy of José Guivant and Eduardo Nebot, Australian Centre for Field Robotics and Michael Montemerlo, Stanford University. Published in TBF05] as Figure 12.14 and 12.15.
graph optimization. When optimizing 3D robot poses, each pose has 6 or 7 degrees of freedom depending on whether scale is considered in addition to rotation and translation. As a consequence, the number of stacked parameters to be optimized increases linearly with the number of poses. For instance, having 30 poses with 7 degrees of freedom leads to a non-linear optimization with 210 parameters. The number is considerably higher, when observed data is optimized as well. Figure 5.2 illustrates a graph structure, which arises when bundle-adjustment is performed using graph optimization. In order to compute the high amount of parameters that is usually involved in graph optimization efficiently, the sparsity of the problem has to be exploited. Because a single constraint only affects the parameters connected to the edge, it contributes to few entries of the Jacobian and Hessian matrix. Torr et al. [TMHF00] describe how the Schur complement allows to exploit this property. The general graph-based optimization back-end ( $\mathrm{g}^{2} \mathrm{o}$ ) used in the implementation was presented by Kümmerle et al. in 2011 [GKSK11]. It supports various types of graphs and covers domain-specific implementations for the user.

### 2.3.7 RANSAC

RANSAC, introduced by Fischler and Bolles in 1981 [FB81], stands for Random Sample Consensus and describes a procedure to perform model to data fitting. In this regard, it can be compared to the least squares method described earlier, since both approaches allow to estimate the parameters of a model with the help of data. RANSAC, however, specifically aims at being robust against outlier in the data by performing the following steps:

1. Select a random minimal subset of the data, which allows to compute model parameters.
2. Fit a model to the data-subset.
3. For each datum, compute the divergence to the model and count how many times the divergence is lower than a threshold (inlier count).

These steps are repeated many times, and the resulting model is either the one with the highest inlier count, or computed - with least squares, for instance - using all the inliers of the model with the highest inlier count. When the amount of outliers can be estimated, it is possible to calculate the number of iterations required to achieve a predefined certainty with which an outlier-free sample was chosen. Let $\epsilon$ be the probability that a datum is an outlier and $s$ be the size of the minimal subset, then $(1-\epsilon)^{s}$ results in the probability that a subset is free of outliers; and $\left(1-(1-\epsilon)^{s}\right)^{N}$ is the probability that after sampling $N$ times, each sample contains an outlier. Hence, $N$ has to be chosen in a way that $\left(1-(1-\epsilon)^{s}\right)^{N}=1-p$ is fulfilled, where $p$ is the desired predefined confidence. This leads to:

$$
\begin{equation*}
N=\frac{\log (1-p)}{\log \left(1-(1-\epsilon)^{s}\right)} \tag{2.28}
\end{equation*}
$$

Here, $N$ should be rounded up to get a confidence of at least $p$. The threshold mentioned in step 3 of the RANSAC-procedure can be estimated either empirically or by exploiting the error model of inlier observations. Given data with an additive Gaussian error model, the cumulative $\chi^{2}$ distribution reflects the likelihood of the parameters used to fit the data. Concisely illustrated, this happens as follows: If a random variable $Z \sim \mathcal{N}(0,1)$ - an inlier observation - then $\chi^{2} \sim Z^{2}$, which means that high deviations from 0 are unlikely. After measuring deviations between expected and observed data, the monotonically increasing cumulative $\chi^{2}$ maps the probability of $Z$ not being normally distributed to the deviations. Hence, the cumulative $\chi^{2}$ maps a high probability to outliers, because their measurements are not normally distributed. Hartley and Zisserman suggest [HZ04, p.119] to compute the RANSAC-threshold by rejecting $5 \%$ of the normally distributed inliers.

This way, the threshold coincides with the value that is mapped to $95 \%$ by the cumulative $\chi^{2}$ distribution, and it can be computed if the variance of the Gaussian error model is known. Although $5 \%$ of the inliers are rejected using this approach, Equation 2.28 remains valid, since the true amount of outliers is unaltered.

A more detailed introduction to RANSAC is available in [HZ04, p.116-124]. There are many derivatives of the original RANSAC procedure and a comprehensive overview of them is given by Matas and Chum [MC11]. The method used in the implementation is based on MSAC ( $\boldsymbol{M}$-estimator Sample and Consensus) [TZ00]. It differs from the original RANSAC algorithm in the scoring of models. While the original method scores a sample based on the inlier count, MSAC takes the quality of inliers into account. This is done by examining the error $e$ of each datum, given an estimated model. The model with the minimum overall-error $C$, which is computed as follows, is chosen:

$$
\begin{align*}
C & =\sum_{i} p(e)  \tag{2.29}\\
p(e) & = \begin{cases}e^{2} & \text { if } e^{2}<\lambda_{t}^{2} \\
\lambda_{t}^{2} & \text { else }\end{cases}
\end{align*}
$$

Where $\lambda_{t}$ is the RANSAC threshold.

## Chapter 3

## Camera models

The main subject of computer vision is to design computational methods to infer knowledge from visual sensors. In order to do so, it is necessary to derive mathematical representations for the involved sensors. There are numerous camera models that express these representations. An exhaustive comparison of camera models and calibration methods is provided by Sturm et al. [Stu10]. In general, camera models try to formulate forward and back-projection algebraically, where forward-projection describes a mapping from Cartesian 3D coordinates to pixel coordinates, and back-projection a mapping from pixel coordinates to a Cartesian 3D direction Usually, both mappings differ in complexity. Most visual SLAM systems employ cameras that can be represented with the pinhole camera model. For this reason, the pinhole camera model is briefly reviewed in the next section, followed by omnidirectional camera models that are able to represent the hardware introduced in Section 8.4 and the datasets discussed in Chapter 9.

### 3.1 Pinhole Model

The central-projection or pinhole camera model assumes that optical rays are projected onto the image plane disregarding dioptric (lenses) or catoptric (mirrors) elements. World points are mapped on the image plane through the camera center $C$, also called the pinhole, as illustrated in Figure 3.1. Note that one could also flip the image plane in front of the camera, creating a virtual image plane with

[^8]

Figure 3.1: Side-view of the pinhole camera model. $C$ is the camera centre, $f$ the focal length, $\boldsymbol{x}_{c}$ a point in space and $f \frac{y}{z}$ the vertical image of $\boldsymbol{x}_{c}$.
the same properties. Given a 3D point in homogeneous coordinates, this mapping can be expressed as:

$$
\boldsymbol{u}=\begin{gather*}
\boldsymbol{K}  \tag{3.1}\\
\boldsymbol{u}=\begin{array}{ccc}
\boldsymbol{x}_{c} \\
{\left[\begin{array}{lll}
f & 0 & 0 \\
0 & f & 0 \\
0 & 0 & 1
\end{array}\right]}
\end{array} \begin{array}{c} 
\\
\boldsymbol{x}_{c}
\end{array} .
\end{gather*}
$$

Where $\boldsymbol{u}=(w u, w v, w)$ is the projected point in homogeneous form and the Euclidean plane at $w=1$ constitutes the image. In practice, more parameters related to the camera chip are involved in $K$. Additionally, it is necessary to transform world coordinates to camera coordinates. Extending Equation 4.2 accordingly yields:

$$
\begin{gather*}
\boldsymbol{u}=\begin{array}{cccc}
\boldsymbol{K} \boldsymbol{T} & & \boldsymbol{x} \\
\left.\boldsymbol{u}=\begin{array}{cccc}
\alpha_{1} & s & u_{0} & 0 \\
0 & \alpha_{2} & v_{0} & 0 \\
0 & 0 & 1 & 0
\end{array}\right] & & \\
\boldsymbol{T} & \boldsymbol{x} \\
\boldsymbol{P} & \boldsymbol{x}
\end{array} . \begin{array}{c} 
\\
\boldsymbol{P}
\end{array}  \tag{3.2}\\
\end{gather*}
$$

Now, $\boldsymbol{x}$ is a point in homogeneous world coordinates, $T$ the world to camera transformation matrix and $P$ the compiled projection matrix. While $\alpha_{1}$ and $\alpha_{2}$ are related to the focal length and perform a scaling due to signal sampling, $s$ is a called skew and compensates for potentially misaligned rows. $u_{0}$ and $v_{0}$ are translational components that are required to place the coordinate systems origin correctly. Both transformations $K$ and $P$ are invertible, but only up to scale. An in-depth discourse on the central-projection model can be found in [HZ04] or Cor11. Important properties of the pinhole camera model are:

1. Straight lines are preserved
2. Parallel lines intersect at a vanishing point
3. Conics are mapped to conics
4. Angles are not preserved

### 3.2 Omnidirectional Models

One major drawback of conventional camera systems is that they offer a limited field of view, whereas, in many applications, a large field of view is beneficial. Examples include motion tracking for robots or surveillance systems. In 1998, Baker and Nayar BN98 showed that catadioptric vision systems - systems where traditional cameras are combined with mirrors - are well-suited for large field of view applications. They analyzed various catadioptric camera settings with different kinds of mirrors and concluded that neither planar nor conical nor spherical mirrors are able to enhance the field of view as long as an effective single-view camera is of interest. Instead, it is possible to use parabolic, hyperboloid or elliptical mirrors. ${ }^{2}$ Single-view or central cameras are vision systems with a single center of projection. In Nay97, Nayar lists advantages of central cameras. For instance, central cameras allow the generation of geometrically correct perspective images by back-projecting pixel values onto a plane. Further, in [SP02], Svoboda and Pajdla extend classical epipolar geometry to central catadioptric cameras. Using a central camera for computer vision is not a necessary requirement however. Most of the textbook HKS08 is dedicated with non-central panoramic imaging, also covering topics like 3D reconstruction.
Figure 3.2 illustrates how rays of light behave in a parabolic and hyperboloid mirror setup. In both cases, the mirror exhibits a focus and rays of light directed to this point are either reflected orthographically, as with parabolic mirrors seen in Figure 3.2b, or directed towards another central point, as in Figure 3.2a. As a result, parabolic mirrors have to be used in combination with a telecentric lens in order to preserve a single effective view point. Since the application of telecentric lenses has been avoided studiously in experiments, hyperboloid mirrors in conjunction with regular camera systems constitute the standard catadioptric vision device.

In [BN98], Baker and Nayar analyze resolution properties of catadioptric cameras and conclude that the resolution is highest at the periphery of an omnidirectional image, as in Figure 1.1b, At the blind spot in the center of the figure, the camera is filming itself through the mirror, which is characteristic for central catadioptric vision system.
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Figure 3.2: Comparison of two popular catadioptric mirror types. While rays of light directed towards the focus of a hyperbolic mirror intersect after reflection, rays are oriented parallel to each other after being reflected by a parabolic mirror.

### 3.2.1 Hyperboloid Catadioptric Model

Analogously to the formulation of the pinhole camera model, it is possible to derive a mapping from world coordinates to image coordinates given a catadioptric camera system. This derivation has been performed by Tomáš Svoboda [Svo00a] and is outlined in the following.

Assume that the Cartesian camera coordinate system originates at the focus point of the hyperboloid - the $z$-axis aligned to the axis of the mirror. Given a point $\boldsymbol{x}_{c}=(x, y, z)^{\top}$ in camera coordinates, the mapping to pixel coordinates can be realized as follows:

$$
\boldsymbol{u}=\boldsymbol{P}\left(\begin{array}{c}
\lambda x  \tag{3.3}\\
\lambda y \\
\lambda z \\
1
\end{array}\right)
$$

This actually performs two projections. The first projection maps $\boldsymbol{x}_{c}$ to the hyperboloid surface by multiplying the camera coordinate by a factor $\lambda$. The resulting vector is then transformed to a homogeneous coordinate and multiplied by a pinhole camera matrix $\boldsymbol{P}$ as in 3.1. $\lambda$ can be computed by substituting a ray expression into a two-sheeted hyperboloid equation, with the hyperboloid expression being defined by:

$$
\begin{equation*}
\frac{(z+e)^{2}}{a^{2}}-\frac{x^{2}}{b^{2}}-\frac{y^{2}}{b^{2}}=1 \tag{3.4}
\end{equation*}
$$

Where $e=\sqrt{a^{2}+b^{2}}$ is the mirror's eccentricity, and both $a$ and $b$ are mirror parameters. It has to be considered that the projection center of the pinhole camera has to coincide with the second focus of the mirror, which is located at $\boldsymbol{t}=(0,0,2 e)^{\top}$. Otherwise, the reflection of a ray that emerges from the pinhole camera is not directed toward the focus of the mirror. A ray $\lambda \boldsymbol{x}_{c}$ that goes through the origin of the camera frame and $\boldsymbol{x}_{c}$, intersects the mirror at:

$$
\begin{equation*}
\lambda=\frac{b^{2}\left(-e z \pm a\left\|\boldsymbol{x}_{c}\right\|\right)}{b^{2} z^{2}-a^{2} x^{2}-a^{2} y^{2}} \tag{3.5}
\end{equation*}
$$

Using this equation in conjunction with Equation 3.3 yields the complete mapping from world points (in camera coordinates) to image coordinates. Equation 3.5 has multiple solutions though. Svoboda showed that one has to pick either the greater value of $\lambda$ in case the results have different signs, or the smaller value in case both results have a positive sign. The third theoretical combination, namely that both results are negative, is not legitimate. The same approach from above also allows to calculate the back-projection of an image coordinate, given as:

$$
\boldsymbol{P}^{-1} \boldsymbol{u}=\lambda\left(\begin{array}{l}
x  \tag{3.6}\\
y \\
1
\end{array}\right)-\left(\begin{array}{c}
0 \\
0 \\
2 e
\end{array}\right)
$$

Where it is assumed that $\boldsymbol{P}^{-1}$ yields a homogeneous coordinate, which is transformed to the mirror's reference frame. Then, the intersection of this ray with the mirror is given by choosing $\lambda$ correctly. The point of intersection concurrently corresponds to the direction of back-projection $\hat{\boldsymbol{x}}_{c}$, with respect to the coordinate frame at the focus. Again, $\lambda$ can be computed by substituting the according ray expression in Equation 3.4 .
An alternative way to formulate the mapping between image and world coordinates was given by Mičušík and Pajdla [MP03]. Exploiting the rotational symmetry, they introduced the non-linear function $g$ that maps from pre-calibrated image coordinates to 3D-space:

$$
\begin{equation*}
\boldsymbol{x}_{c} \sim g(u, v)=(u, v, f(u, v))^{\top} \tag{3.7}
\end{equation*}
$$

In this context, pre-calibrated means that the image coordinate is perfectly aligned with the mirror's $z$-axis and that horizontal mirror cross-sections are mapped to circles in the image. This is illustrated in Figure 3.3. Consequently, the image coordinate coincides with the first two components of the corresponding 3D-ray. The last component of the ray is given by the function $f$, which depends on the image coordinate. Thus, $f$ incorporates the mirror design and adjusts the $z$-component of the back-projected ray. This way of modelling catadioptric camera systems will be revisited in the next sections. A detailed description of this formalism can be found in the PhD theses of Branislav Mičušík Mic04] and Davide Scaramuzza [Sca08].


Figure 3.3: While (a) characterizes an image in pixel coordinates, the same precalibrated image is illustrated in (b). Both are related by an affine transformation due to digitizing and misalignments. (c) depicts the connection between the image space and the reference frame at the mirror's focus.

### 3.2.2 Unified Projection Model: Geyer and Daniilidis

Textbooks, such as [SNS11], refer to the model of Geyer and Daniilidis [GD00] as a landmark in omnidirectional computer vision. Geyer and Daniilidis introduced a unifying theory for central omnidirectional systems that allows the use of the same principles for hyperbolic-, elliptical- and parabolic-catadioptric, as well as traditional perspective, cameras. The authors proved that each of the aforementioned camera configurations can be modelled by projecting world points onto a unit sphere and successively onto a plane. This projection procedure is parametrized by the parameter ${ }^{3} l$. Adjusting this parameter accordingly results in a projection model that is isomorphic to one of the above. Figure 3.4 illustrates the nature of these projections.

Assume that the reference frame is located at the center of a unit circle that coincides with the mirror's focus (or one of the foci). The $z$-axis is again aligned with the major axis of the mirror. World points given in camera coordinates can be projected onto the sphere by:

$$
\begin{equation*}
\dot{\boldsymbol{x}}=\frac{\boldsymbol{x}_{c}}{\left\|\boldsymbol{x}_{c}\right\|}=(x, y, z)^{\top} \tag{3.8}
\end{equation*}
$$

Given a second center of projection at $\boldsymbol{l}=(0,0,-l)^{\top}$ on the $z$-axis, points $\dot{\boldsymbol{x}}$ are then projected onto a plane with distance 1 to the new projection center. This results in the coordinates:

$$
\begin{equation*}
\boldsymbol{u}=\left(\frac{x}{z+l}, \frac{y}{z+l}, 1\right)^{\top}=g(\dot{\boldsymbol{x}})^{-1} \tag{3.9}
\end{equation*}
$$

[^10]

Figure 3.4: Visualization of the projection scheme presented by Geyer and Daniilidis. A point is firstly projected onto a sphere, which is highlighted in blue in this figure, and then projected onto a plane, which is highlighted in red.
which are relative to the second center of projection. A visualization of the projection scheme is given in Figure 3.4 .
Performing equivalent projections, first onto a hyperboloid before projecting onto the plane, also yields Equation 3.9 when $l=2 e\left(4 e^{2}+4 p^{2}\right)^{-\frac{1}{2}}$, where $e$ is the eccentricity and $p$ a quarter of the latus rectum of the mirror. The latus rectum equals the diameter of the mirror at $z=0$. As described in [SNS11], the mapping from sphere to plane is bijective, hence, the back-projection is given by:

$$
g(\boldsymbol{u})=g(x, y)=\left(\begin{array}{c}
x  \tag{3.10}\\
y \\
1-l \frac{x^{2}+y^{2}+1}{l+\sqrt{1+\left(1-l^{2}\right)\left(x^{2}+y^{2}\right)}}
\end{array}\right)
$$

Note that this expression conforms to the formulation of Mičušík and Pajdla MP03]. The third component of $g$ is equivalent to the function $f$ in Equation 3.7.

### 3.2.3 Unified Projection Model: Scaramuzza

The possibly most widely used calibration method for omnidirectional cameras was introduced by Scaramuzza et al. in 2006 [SMS06a], and an improved version
was published by the same authors shortly afterward [SMS06b]. The projection model of Scaramuzza et al. works in the same manner as the one of Geyer and Daniilidis, but the function $g$ is approximated using Taylor series expansion:

$$
g(x, y)=\left(\begin{array}{c}
x  \tag{3.11}\\
y \\
a_{0}+a_{2} p^{2}+\ldots+a_{n} p^{n}
\end{array}\right)
$$

where $p=\sqrt{x^{2}+y^{2}}$. In SMS06b, Scaramuzza et al. realized that it is possible to drop the coefficient $a_{1}$. This is due to the observation that a tangent at the mirror $4^{4}$ surface at $p=0$ is perpendicular to the $z$-axis. Hence, the derivative of the polynomial at $p=0$ must be 0 , which forces the constraint $a_{1}=0$.

### 3.2.4 Projecting onto Spheres and Cylinders

Especially for visualization purposes, it is common to back-project image intensity values onto a spherical or cylindrical surface. Given a normalized vector $\boldsymbol{x}_{c} \sim$ $g(x, y)$ in Euclidean 3D coordinates, the projection can be applied by expressing $\boldsymbol{x}_{c}$ in spherical or cylindrical coordinates respectively and by scaling the radius and, if applicable, the elevation accordingly:

$$
\begin{align*}
\zeta\left(\boldsymbol{x}_{c}\right)=\left(\begin{array}{l}
r \\
\alpha \\
h
\end{array}\right) & =\left(\begin{array}{c}
\sqrt{x^{2}+y^{2}} \\
\operatorname{atan} 2(y, x) \\
z
\end{array}\right)  \tag{3.12}\\
\zeta\left(\boldsymbol{x}_{\zeta}\right)^{-1}=\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right) & =\left(\begin{array}{c}
r \cos \alpha \\
r \sin \alpha \\
h
\end{array}\right) \\
\Theta\left(\boldsymbol{x}_{c}\right)=\left(\begin{array}{l}
r \\
\phi \\
\theta
\end{array}\right) & =\left(\begin{array}{c}
\sqrt{x^{2}+y^{2}+z^{2}} \\
\operatorname{atan} 2(y, x) \\
\operatorname{acos}\left(\frac{z}{r}\right)
\end{array}\right) \\
\Theta\left(\boldsymbol{x}_{\Theta}\right)^{-1}=\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right) & =\left(\begin{array}{c}
r \cos \phi \sin \theta \\
r \sin \phi \sin \theta \\
r \cos \theta
\end{array}\right)
\end{align*}
$$

Here, $\zeta$ is a mapping to cylindrical coordinates, while $\Theta$ maps to spherical coordinates. The components $r, \alpha, h$ are radius, angle, elevation and the components $r, \theta, \phi$ are radius, altitude angle, azimuthal angle. The camera described in Section 8.4 outputs images that are already projected onto the lateral surface of a
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Figure 3.5: Illustration of the cylindrical and equiangular camera model. While the equiangular model is parameterless, the cylindrical model is described by $r$ and $h_{0}$. In both cases, a cross-section of the image plane is highlighted in red and the path of light in orange. Further, the camera up-vector is written as $\hat{\boldsymbol{y}}$ and the vertical image bounds are marked as $v_{\text {min }}$ and $v_{\text {max }}$.
cylinder. Such an image can be generated by sampling the surface in cylindrical coordinates. These coordinates are then mapped to Euclidean ones, which are subsequently mapped to image coordinates using the camera model. More details are available in PN97 and BPA03. Treating this projection process as a black-box ${ }^{5}$, a camera model representing the projection to the lateral cylinder surface has to be used, as explained in the following section.

### 3.2.5 Cylindrical and Equiangular Camera Models

A common application of cylindrical camera models is the representation of rotating cameras [HKS08, p.34-43]. These models are designed for non-central camera systems though, and a more compact representation is available for single viewpoint configurations. Smadja et al. discuss a central cylindrical camera model in SBD04, which is - for simplicity - subsequently referred to as the cylindrical camera model.

In the vertical dimension, the cylinder model behaves like the pinhole camera model, where $r$ translates to $f$ and $h_{0}$ translates to $u_{0}$ or $v_{0}$. The horizontal dimension

[^12]on the other side is parameterless ${ }^{6}$, as the relative position of world coordinates fully describes the angle of entry. Given $r$ and $h_{0}$, and using the notation of the previous section, the mapping from 3D to image space is straightforward. Let $\boldsymbol{x}_{c}$ be an arbitrary point in 3D and $\left(r_{x}, \alpha_{x}, h_{x}\right)^{\top}=\zeta\left(\boldsymbol{x}_{c}\right)$ be the corresponding cylindrical coordinate. Then the projection to the lateral cylinder surface is written as $\left(r, \alpha_{x}, h_{0}-r h_{x} / r_{x}\right)^{\top}$. This process is illustrated in Figure 3.5a. As the surface also substitutes the image plane, it follows that $(u, v)^{\top}=\left(s_{x} \alpha_{x}, h_{0}-r h_{x} / r_{x}\right)^{\top}$, where $s_{x}=$ width $/ 2 \pi$ scales from radians to pixels due to image discretization. Similarly, and as with the pinhole camera model, the parameter $r$ is also scaled to express discretization.

Another virtual camera model is the equiangular camera model which is similar to the cylindrical model and was also used during experiments. Here, not only the horizontal component is purely angle based and parameterless, as with the cylindrical one, but also the vertical component. As a result, the equiangular model is completely parameterless and angular differences are proportional to image space pixel differences. It derives analogously to the cylindrical model: When $\left(r_{x}, \phi_{x}, \theta_{x}\right)^{\top}=\Theta\left(\boldsymbol{x}_{c}\right)$, then $(u, v)^{\top}=\left(s_{x} \phi_{x}, s_{y} \theta_{x}\right)^{\top}$. Formulas for back-projection are given in Equation 3.12.
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## Chapter 4

## Multi-View Geometry

Many of the mathematical principles required for visual SLAM belong to the scope of multi-view geometry. The purpose of multi-view geometry is to accumulate the information of several camera views to obtain a meaningful description of the environment. In particular, the estimation of depth is only possible when at least two views are available, as long as the camera is the only sensor. Since multiview geometry is commonly applied to a pinhole camera model, it is necessary to transfer relevant concepts to arbitrary central camera models. The remainder of this section provides such a transfer and shows which methods have to be adapted.

### 4.1 Epipolar Geometry

For the moment, assume that two images ( $I$ and $I^{\prime}$ ) of the same object are shot with a pinhole camera. The subject of epipolar geometry is to describe the geometrical relationship between the object and the two images. It is possible to associate a point in image $I$ to a line in $I^{\prime}$ and vice versa, given the camera transformation. This means that a point $\boldsymbol{u}$, which is expressed in normalized homogeneous image coordinates in $I$, will be found on a line $\boldsymbol{l}^{\prime}$ in $I^{\prime}$. Further, the family of such lines, which are called the epipolar lines, meet in a single point referred to as the epipole. The above-mentioned relationship is called the epipolar constraint and a vast variety of algorithms make use of it. There are two special cases one has to consider: The point to line relationship is only valid when there is a non-zero baseline $\boldsymbol{t}$ between the first camera center $C$ and the second camera center $C^{\prime}$. Further, the line $\boldsymbol{l}^{\prime}$ degenerates to a point in the case that $\boldsymbol{u}$ is placed at the epipole. Also, it is possible that an epipolar line is outside of the image window. A more detailed explanation can be found in textbooks, such as HZ04]


Figure 4.1: Illustration of the epipolar constraint. $C, C^{\prime}$ and $\boldsymbol{x}$ form the epipolar plane. When projecting the ray through $C$ and $\boldsymbol{x}$ onto the image plane $I^{\prime}$ one gains the epipolar line $\boldsymbol{l}^{\prime}$ which is defined by the intersection of the epipolar plane with the image plane $I^{\prime}$.
or [FP02]. Figure 4.1 visualizes the epipolar constraint. In algebraic terms the epipolar constraint can be derived by forcing $\boldsymbol{u}, \boldsymbol{u}^{\prime}$ and $\boldsymbol{t}$ to be coplanar:

$$
\begin{align*}
\boldsymbol{u}\left(\boldsymbol{t} \times \boldsymbol{R} \boldsymbol{u}^{\prime}\right) & =0  \tag{4.1}\\
\boldsymbol{u}^{\top}[\boldsymbol{t}]_{\times} \boldsymbol{R} \boldsymbol{u}^{\prime} & =0 \\
\boldsymbol{u}^{\top} \boldsymbol{E} \boldsymbol{u}^{\prime} & =0
\end{align*}
$$

Where $\boldsymbol{R}$ is an orthonormal matrix rotating from reference frame $C^{\prime}$ to $C$ and $\boldsymbol{t}=C^{\prime}-C . \quad \boldsymbol{E}=[\boldsymbol{t}]_{\times} \boldsymbol{R}$ is called the essential matrix that encapsulates the epipolar constraint. The plane spanned by $C, C^{\prime}$ and $\boldsymbol{x}$ is referred to as the epipolar plane.

A geometric interpretation of the essential matrix would be that it maps a point observation to the normal of this plane. By examining Equation 4.1 or Figure 4.2 , one can see that the epipolar constraint does not only apply to projective space $\mathbb{P}^{2}$, but also to Euclidean space $\mathbb{R}^{3}$ and, thus, can be used with every camera that has a single (effective) viewpoint. One advantage of the pinhole camera model is, however, that the mapping between homogeneous coordinates and pixel coordinates is trivial. Such a direct mapping is not possible for the cylindrical camera model or omnidirectional camera models in general. Hence, a intermediate mapping step between pixel and 3D Euclidean camera coordinates is required in order to use the epipolar constraint in image space.

McMillan and Bishop introduced this mapping in 1995 MB95 and observed that cylindrical projections to image space do not preserve lines. More specifically, the


Figure 4.2: Illustration of the epipolar constraint for a cylindrical camera model.
intersections of (epipolar) planes with a cylinder are mapped to sinusoids in image space. This can be derived as follows:

$$
\begin{align*}
\boldsymbol{n} & =\boldsymbol{t} \times \boldsymbol{R} \boldsymbol{u}^{\prime}  \tag{4.2}\\
\boldsymbol{n u} & =0 \\
n_{x} \sin \alpha+n_{y} h+n_{z} \cos \alpha & =0 \\
h & =-\frac{1}{n_{y}}\left(n_{x} \sin \alpha-n_{z} \cos \alpha\right)
\end{align*}
$$

Where $\boldsymbol{n}$ is the normal of the epipolar plane and $\boldsymbol{u}$ is expressed in cylindrical coordinates, as shown in Equation 3.12. Substituting this to obtain image coordinates leads to:

$$
\begin{equation*}
y=y_{0}-\frac{r}{n_{y}}\left(n_{x} \sin \alpha-n_{z} \cos \alpha\right) \tag{4.3}
\end{equation*}
$$

With this equation it is simple to draw the epipolar line on the camera image by iterating over $x=s_{x} \alpha_{x}$, where the parameters are the same as described in Section 3.2.5. An equivalent mapping to omnidirectional images as shown in Figure 1.1b was proposed by Svoboda et al. [SP02, SPH98]. It is shown that in the presence of central catadioptric cameras epipolar lines are mapped to conics in image space.

### 4.1.1 Essential Matrix Estimation

The computation of the $\boldsymbol{E}$-matrix can be performed similarly to the more common computation of the $\boldsymbol{F}$-matrix ${ }^{1}$. Assuming that a set of corresponding points

[^14]$\left\{\left(\boldsymbol{u}_{1}, \boldsymbol{u}_{1}^{\prime}\right), \ldots,\left(\boldsymbol{u}_{8}, \boldsymbol{u}_{8}^{\prime}\right)\right\}$ is known, by matching salient image features, for instance, then Equation 4.1 yields one (in the elements of $\boldsymbol{E}$ linear) equation for each correspondence. Rearranging the matrix elements of $\boldsymbol{E}$ in a column vector $\boldsymbol{e}$, the linear system has the following form:
\[

\boldsymbol{u}^{\top} \boldsymbol{E} \boldsymbol{u}^{\prime}=\boldsymbol{A} \boldsymbol{e}=\left[$$
\begin{array}{ccccccccc}
x_{1}^{\prime} x_{1} & x_{1}^{\prime} y_{1} & x_{1}^{\prime} z_{1} & y_{1}^{\prime} x_{1} & y_{1}^{\prime} y_{1} & y_{1}^{\prime} z_{1} & z_{1}^{\prime} x_{1} & z_{1}^{\prime} y_{1} & z_{1}^{\prime} z_{1}  \tag{4.4}\\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots
\end{array}
$$\right] \boldsymbol{e}=0
\]

For comparison, performing the same multiplications with the $\boldsymbol{F}$-matrix leads to:

$$
\boldsymbol{u}^{\top} \boldsymbol{F} \boldsymbol{u}^{\prime}=\boldsymbol{A} \boldsymbol{f}=\left[\begin{array}{ccccccccc}
x_{1}^{\prime} x_{1} & x_{1}^{\prime} y_{1} & x_{1}^{\prime} & y_{1}^{\prime} x_{1} & y_{1}^{\prime} y_{1} & y_{1}^{\prime} & x_{1} & y_{1} & 1  \tag{4.5}\\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots
\end{array}\right] \boldsymbol{f}=0
$$

Being a $3 \times 3$-matrix, $\boldsymbol{E}$ has 9 entries, but as the aforementioned system of equations is homogeneous, 8 points are sufficient for solving it. Because $\boldsymbol{E}$ represents a rotation with 3 degrees of freedom and a translation with 3 degrees of freedom, but is only defined up to scale, it has 5 degrees of freedom in total - less than the $\boldsymbol{F}$-matrix. There are methods, like the one proposed by Li and Hartley LH06] that exploit this property and solve the $\boldsymbol{E}$-matrix using 5 correspondences only. The implementation discussed later, however, uses a slightly modified version of the 8 -point algorithm, since the 8 -point algorithm has been tested widely and is used in state-of-the-art SLAM methods, such as ORB-SLAM RRKB11. An indepth discourse on the algorithm can be found in [HZ04, p.279-283]. The adjusted implementation, which is independent of the camera model, proceeds as follows:

1. For each point observation $\boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{8}^{\prime}$ compute the normalized back-projected vector $\hat{\boldsymbol{u}}_{1}, \ldots, \hat{\boldsymbol{u}}_{8}^{\prime}$ using the camera model.
2. Set up a linear homogeneous equation system using Equation 4.4 and at least 8 point correspondences.
3. Compute the singular value decomposition of the system. The singular vector with the smallest singular value represents an unconstrained $\boldsymbol{E}$.
4. Enforce constraints by computing another singular value decomposition of $\boldsymbol{E}$, setting the first two singular values to be equal and the last one to be 0 .

A similar approach is described by Bunschoten and Kröse in [BK03] and Kawanishi et al. [KYK11]. Hartley and Zisserman explain the process of extracting camera motion, given the essential matrix in [HZ04, p.257-259].

### 4.2 Triangulation

In the domain of computer vision ${ }^{2}, 3 \mathrm{D}$ reconstruction refers to the process of inferring three dimensional shape information from a set of two dimensional images. Assume that a point $\boldsymbol{x}$ is given in the world coordinate system, which can be observed in two images with the coordinate $\boldsymbol{u}$ and $\boldsymbol{u}^{\prime}$ respectively. When the two images ( $I, I^{\prime}$ ) belong to two camera views with known camera parameters, then the objective to calculate $\boldsymbol{x}$ from $\boldsymbol{u}$ and $\boldsymbol{u}^{\prime}$ is called the triangulation problem. Even though this sounds very feasible at first glance, it is not trivial to calculate a good estimate when dealing with different sources of noise. After all, one cannot assume that the back-projections of $\boldsymbol{u}$ and $\boldsymbol{u}^{\prime}$ do intersect and it has been shown that different solutions vary in precision, as described by Hartley et al. HS97. Researchers have been addressing this problem for more than two decades and are still doing so, due to the importance of the problem. Modern approaches try to relax the precision requirements of camera parameters and allow the incorporation of an arbitrary number of views while keeping the computational cost low. Such an approach is proposed by Recker et al. RHFJ13 and further examined by Hess-Flores et al. HFRJ14.
The most popular triangulation approach is linear triangulation, as described by Hartley et al. in HGC92. Even though it is well known that this method is rather imprecise, i.e. it does not minimize the geometric error and is not projective invariant, it is commonly used due to its speed and simplicity. State-of-the-art visual SLAM systems such as ORB-SLAM by Mur-Artal et al. [MAMT15] rely on linear triangulation and on the fact that successive optimization methods will compensate for the error. The principles of linear triangulation are simple: Given a point $\boldsymbol{x}$ in homogeneous world coordinates, which is regarded as projective point $\boldsymbol{u}=d(u, v, 1)^{\top}$, and $\boldsymbol{u}^{\prime}=d^{\prime}\left(u^{\prime}, v^{\prime}, 1\right)^{\top}$ in two camera frames so that $\boldsymbol{u}=\boldsymbol{P} \boldsymbol{x}$ and $\boldsymbol{u}^{\prime}=\boldsymbol{P}^{\prime} \boldsymbol{x}$ for known affine camera transformations $\boldsymbol{P}$ and $\boldsymbol{P}^{\prime}$; then by performing the matrix multiplications and by doing few rearrangements, one gets an equation system of the form $\boldsymbol{A} \boldsymbol{x}=0$. There are different methods for solving homogeneous equation systems, for example the method of Lagrange or linear least squares. As the solution of a homogeneous equation system is only defined up to scale, the solution has to fulfill an extra condition like forcing the last component to be 1 , which is already required here. Since the definition of $\boldsymbol{u}$ and $\boldsymbol{u}^{\prime}$ presume a pinhole camera model, this method is not directly applicable to the camera models used later. Instead, one could define $\boldsymbol{x}_{c}=d \frac{\boldsymbol{x}_{c}}{\left\|\boldsymbol{x}_{c}\right\|}=\boldsymbol{P} \boldsymbol{x}$ and $\boldsymbol{x}^{\prime}{ }_{c}$ respectively, where $\boldsymbol{x}_{c}$ is a normal vector pointing towards $\boldsymbol{x}$ in Euclidean camera coordinates and can be calculated using the camera model. This could also be rearranged to a homogeneous system of the form $\boldsymbol{A} \boldsymbol{y}=0$, where $\boldsymbol{y}$ is $\boldsymbol{x}$ stacked on top of $\left(-d,-d^{\prime}, 1\right)^{\top}$ and
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Figure 4.3: Illustration of the triangulation problem. Here, $\boldsymbol{x}_{m}$ denotes the solution of midpoint triangulation. By assuming that the back-projections of $\boldsymbol{u}$ and $\boldsymbol{u}^{\prime}$ coincide with two edges of the triangle given by $C, C^{\prime}$ and $\boldsymbol{x}$, the length of the respective edge can be computed using $\theta$ and $\theta^{\prime}$.
$\boldsymbol{A}$ is a $6 \times 6$-matrix. The quality of such an estimation is questionable, however, because the distances $d$ and $d^{\prime}$ of $\boldsymbol{x}$ to the corresponding camera center are not constrained to $\boldsymbol{x}$ itself. Another way to use linear triangulation with a cylindrical camera model would be to assume a local pinhole camera model by modifying $\boldsymbol{P}$ and $\boldsymbol{P}^{\prime}$ accordingly. But then the error would be strongly related to the distance of $\boldsymbol{x}$ in camera coordinates to the xz-plane of the camera frame.
The midpoint method presents another way of solving the triangulation problem and has also been frequently suggested in literature, as in [FP02]. It supposes that $\boldsymbol{x}$ is located in the middle of the two back-projections $\boldsymbol{u}$ and $\boldsymbol{u}^{\prime}$. By exploiting that the shortest connection between two rays is perpendicular to both of them, the midpoint $\boldsymbol{x}_{m}$ can be calculated easily:

$$
\begin{align*}
\hat{\boldsymbol{n}} & =\hat{\boldsymbol{x}}_{c} \times \boldsymbol{R} \hat{\boldsymbol{x}}_{c}^{\prime}  \tag{4.6}\\
C+d \hat{\boldsymbol{x}}_{c}+s \hat{\boldsymbol{n}} & =C^{\prime}+d^{\prime} \boldsymbol{R} \hat{\boldsymbol{x}}_{c}^{\prime} \\
\Rightarrow \boldsymbol{t} & =d \hat{\boldsymbol{x}}_{c}+s \hat{\boldsymbol{n}}-d^{\prime} \boldsymbol{R} \hat{\boldsymbol{x}}_{c}^{\prime} \\
\Rightarrow \boldsymbol{x}_{m} & =\frac{1}{2}\left(d \hat{\boldsymbol{x}}_{c}+\boldsymbol{t}+d^{\prime} \boldsymbol{R} \hat{\boldsymbol{x}}_{c}^{\prime}\right)
\end{align*}
$$

Where $C^{\prime}$ and $C$ are the camera centres and $\boldsymbol{R}$ is the rotation matrix from $C^{\prime}$ to $C$, while $\boldsymbol{t}$ is the translation. The second line of Equation 4.6 provides three linear equations with three unknowns. After solving this system, the last line of the equation can be used to determine the midpoint relative to $C$. Although Hartley et al. HS97 have shown that the midpoint method results in inferior
precision in 1996, it is still used in the domain of omnidirectional vision because it can be applied without modification and is very fast. For example, Schönbein et al. SRL13 used the midpoint method in 2014 to perform trifocal omnidirectional computer vision.

In 2001, Bunschoten et al. BK01b presented a technique for range estimation from a pair of omnidirectional images. They also used a cylindrical camera representation and suggested computing the depth values $d$ and $d^{\prime}$ by examining the triangle formed by $C, C^{\prime}$ and $\boldsymbol{x}$. After computing the angles $\theta$ and $\theta^{\prime}$, as illustrated in 4.3 . they used the rule of sine to compute $d=\left\|C^{\prime}-C\right\| \cdot \sin (\theta) \cdot\left(\sin \left(\theta-\theta^{\prime}\right)\right)^{-1}$ and $d^{\prime}=\left\|C^{\prime}-C\right\| \cdot \sin \left(\theta^{\prime}\right) \cdot\left(\sin \left(\theta-\theta^{\prime}\right)\right)^{-1}$ based on angular disparity. This procedure does not minimize any error criterion, however, it is sensitive to inaccuracies and is more expensive than the midpoint method. Schönbein and Geiger use the same technique to obtain disparity maps in a setup with two omnidirectional cameras, in SG14.

In order to produce minimal triangulation errors, Hartley et al. [HS97] formulated the minimization criterion:

$$
\begin{array}{cl}
\text { minimize } & e(\boldsymbol{u}, \overline{\boldsymbol{u}})^{2}+e\left(\boldsymbol{u}^{\prime}, \overline{\boldsymbol{u}}^{\prime}\right)^{2}  \tag{4.7}\\
\text { subject to } & \overline{\boldsymbol{u}} F \overline{\boldsymbol{u}}^{\prime}=0
\end{array}
$$

Where $\overline{\boldsymbol{u}}$ and $\overline{\boldsymbol{u}}^{\prime}$ are points as close as possible to $\boldsymbol{u}$ and $\boldsymbol{u}^{\prime}$ while fulfilling the epipolar constraint, $e(*, *)$ measures the Euclidean distance and $F$ is the fundamental matrix. They also offered a polynomial method to solve this optimization, known as optimal triangulation. Kanatani et al. independently proposed the same idea in [KSN08], but designed an iterative linear method to optimize the same error function. Torr and Zissermann [TZ97] observed that both methods agree to 3 or 4 significant figures while Kanatani's method is considerably faster.

Lindstrom Lin10 also remarks that the polynomial method is expensive to calculate, may suffer numerical stability and is non-trivial to implement. He developed an iterative method based on the work of Kanatani et al., which converges faster. Since his method only requires two iterations in most cases, he also provides a noniterative version of his algorithm. When Lindstrom compared the computational time of his algorithm to optimal, linear and midpoint triangulation, he discovered that it performed around 50 times faster than optimal triangulation, 45 times faster than linear triangulation and 3 times faster than midpoint triangulation.

Lindstrom's method has two disadvantages that are of interest here. First, it is explicitly designed to work with two views and does not scale to three or more views. Hence, to minimize the error of a point that is present in multiple images, additional optimization techniques (commonly bundle-adjustment) are required. Secondly, the algorithm proposed by Lindstrom works with the pinhole camera model. Even


Figure 4.4: The multi-view triangulation by Recker et al. minimizes the angular error between re-projected image coordinates (red) and a scene point (black) by iteratively adjusting $\boldsymbol{x}$.
though it is possible to adapt the method for arbitrary single viewpoint models, the accuracy and performance analysis of Lindstrom becomes invalid. The same arguments are valid for the method of Nordberg [Nor08].
Another group of triangulation methods tries to minimize the error for more than two views. While there are closed-form optimal solutions for the three view triangulation case, like the method of Stewenius et al. [SSN05] and Byröd et al. [BJr07], such a method does not exist for the N -view case. Further, it is known that these methods are computationally expensive, as explained by Kukelova et al. in KPB13 and are therefore impractical especially in the real-time domain. These problems have been addressed by Recker et al. [RHFJ13] by introducing a nonoptimal angular-based cost function. Instead of working in the image space, Recker et al. back-project each observation of a point and try to find the 3D-coordinate that results in the lowest angular error with each back-projected ray. This approach is visualized in Figure 4.4, where red arrows correspond to reprojected point observations labeled $\boldsymbol{u}$, and $\boldsymbol{x}$ is a point whose error is evaluated. There are black arrows, one of them is labeled $\hat{\boldsymbol{x}}_{c}$, pointing towards $\boldsymbol{x}$ in each camera frame. The error function subject to minimization sums up the angular differences between black and red directions, using the dot-product as similarity function:

$$
\begin{equation*}
e(\boldsymbol{x})=\frac{1}{\|I\|} \sum_{i \in I}\left(1-\hat{\boldsymbol{x}}_{c_{i}} \circ \hat{\boldsymbol{u}}_{i}\right) \tag{4.8}
\end{equation*}
$$

Here $\hat{\boldsymbol{u}}_{i}$ denotes the re-projection of the image coordinate $\boldsymbol{u}$ of the $i$-th camera frame. On the first glance, $e(\boldsymbol{x})$ might seem to be linear, which is not true since


Figure 4.5: Illustration of the camera positions used in the examples. The line between $T_{1}=(0,0,0)^{\top}$ and $T_{2}=(0,0,1)^{\top}$ always constructs the shortest distance between the back-projected rays that are highlighted blue.
$\hat{\boldsymbol{x}}_{c_{i}}$ has to be normalized in each step, introducing non-linear terms. In order to minimize $e(\boldsymbol{x})$, Recker et al. suggest using gradient descent. The advantages of this approach are that an arbitrary number of camera frames can be used for triangulation and that every single-view camera model is supported. A disadvantage is, however, that Equation 4.8 does not formulate an optimal error criterion, because it discards image space information. The traditional optimality criterion of Equation 4.7 on the other hand implies that point observations in the image space are normally distributed around the "true" pixel location. Without this implication, i.e. ignoring image space completely, the best cost function would be of the form $e\left(\hat{\boldsymbol{x}}_{c_{1}}, \hat{\boldsymbol{x}}_{c_{2}}\right)=\angle\left(\hat{\boldsymbol{x}}_{c_{1}}, \hat{\boldsymbol{u}}_{1}\right)^{2}+\angle\left(\hat{\boldsymbol{x}}_{c_{2}}, \hat{\boldsymbol{u}}_{2}\right)^{2}$, which is very similar to Equation 4.8, also expressing that the directions of the re-projections should be altered as little as possible. In this sense, the angular triangulation method shares commonalities with the principle behind bundle-adjustment, while optimal triangulation shares the exact same idea - fixed to two views though. Bundle-adjustment is covered in Section 5.3.1.

To conclude this section, the next examples illustrate the behavior of some of the methods discussed earlier. In each of them, it is assumed that two cameras observe the same point and that the shortest distance $d=1$ between the re-projected skew rays is given by the line connecting $T_{1}=(0,0,0)^{\top}$ and $T_{2}=(0,0,1)^{\top}$, where $T_{1}$ projects to the point observation in frame 1 and $T_{2}$ to frame 2 respectively. Note that the scale is arbitrary here and if the viewpoint of the first camera is supposed to be $C_{1}=(0,-1,0)^{\top}$, then the only remaining variable is the position of the second camera in the $z=1$ plane: $C_{2}=\left(x_{2}, y_{2}, 1\right)^{\top}$. See Figure 4.5 for an illustration of the camera configurations.

Example 1: In the initial example, the position of the second viewpoint is chosen to be $C_{2}=(-1,0,1)^{\top}$. The contours of the optimal cost function of Hartley et al. and the contours of the cost function of Recker et al. in this rather extreme example - the back-projected rays are oriented perpendicular to one another - are compared in the first column of Figure 4.6. Both functions have their minimum at $(0.25,0.25,0.5)^{\top}$ surrounded by a smooth cost increase. The midpoint method would suggest to use the point $(0,0,0.5)^{\top}$ for triangulation. Triangulating the points directly, as done by Bunschoten et al. in BK01b], would yield two possible results, one on each of the back-projected rays: $(0.5,0,1)^{\top}$ and $(0,0.5,0)^{\top}$.
Example 2: Now, assume $C_{2}$ is located at $(-3,0,1)^{\top}$. This means the backprojected rays are still perpendicular with the same distance, but with one camera center shifted further away from the origin. At this configuration the naïvety of the midpoint method becomes obvious, which still suggests coordinate $(0,0,0.5)^{\top}$. Although $C_{1}$ is nearer at the presumable location of the 3 D -point, $C_{2}$ has as much influence on the triangulation as $C_{1}$. Imagine $C_{2}$ was at $(-\infty, 0,1)^{\top}$, then the first camera solely would compensate the error and the triangulated point would still be at $(0,0.5,0)^{\top}$. The results of angular and optimal triangulation are still conformable, as illustrated in the second column of Figure 4.6. Here, direct triangulation yields: $(0.191,0,1)^{\top}$ and $(0,0.427,0)^{\top}$.

Example 3: In this last example, the angle between back-projected rays is $45^{\circ}$ with $C_{2}=(-1,-1,1)^{\top}$. Under these conditions, the difference between the angular and optimal cost function becomes relatively large, as the last column of Figure 4.6 shows. Yet, compared to direct triangulation, which yields $(1,1,1)^{\top}$ and $(0,1.449,0)^{\top}$, or midpoint triangulation - which did not change in this example either, since the properties of the perpendicular connecting line did not change - the results are promising. Additionally, the configurations chosen here exhibit a high perpendicular offset to the baseline ratio in order to emphasize the differences of the methods. More realistic data will result in a better performance of all methods, as long as the baseline is large enough.

For each method, the absolute error in all three examples is listed in Table 4.1. Even though only a sparse set of examples was evaluated here, it became clear that angular triangulation performs better than midpoint and direct triangulation.

|  | Angular Triangulation | Midpoint Triangulation | Direct Triangulation |
| :--- | :---: | :---: | :---: |
| Ex. 1 | $\mathbf{0}$ | 0.354 | $0.612 / 0.612$ |
| Ex. 2 | $\mathbf{0 . 1 3 3}$ | 0.399 | $0.903 / 0.348$ |
| Ex. 3 | $\mathbf{0 . 4 4}$ | 1.024 | $0.619 / 1.017$ |

Table 4.1: Absolute error of triangulation methods when compared to optimal triangulation. While angular triangulation performed best in all three examples, and direct triangulation performed consistently bad, in example 3 midpoint and direct triangulation performed similarly bad.


Figure 4.6: Contours of the optimal cost function of Hartley et al. compared to contours of the angular cost function of Recker et al. The color coding ranges from blue (low error) over green to red (high error). The optimum is marked by a black dot. The volume of all six plotted squares equals to 1 , and the first two columns and the last column show exactly the same range.

## Chapter 5

## Monocular SLAM

Monocular structure from motion algorithms have been being developed for more than three decades now Har87, Lon81. Structure from motion traditionally refers to computationally expensive methods, such as [FZ98], which evaluate a whole image sequence in order to find camera poses and world coordinates. The dominant optimization technique in this area is bundle adjustment Even though Harris and Pike described a monocular SLAM system in 1987 [HP87], the first online monocular visual SLAM method, which performs mapping and tracking in realtime, was presented by Davison in 2003 Dav03. Davison's method, later called MonoSlam DRMS07, is based on EKF-SLAM WB95. The system was limited in map size and required noticeable user interaction.

Both of the aforementioned drawbacks were overcome by Klein and Murray in their seminal PTAM (parallel tracking and mapping) publication KM09. In contrast to previous work, Klein and Murray separate the mapping and tracking task, which allows fast tracking, while the map is refined using bundle adjustment. That bundle-adjustment is not limited to the offline structure from motion domain was shown by Engels et al. ESN06. At its core, PTAM maintains a map of sparse 3D-points that correspond to salient features (keypoints) in camera images, which is used for mapping and tracking - more details are provided in Section 5.3.

An alternative approach is to reconstruct a dense 3D map and to use this for tracking, as proposed by Newcombe et al. [NLD11. Such methods are also called direct or dense methods, since they extract 3D points for as many pixels as possible. They have the advantage that more data of the image is effectively used by the SLAM system and researchers concluded [ESC14, NLD11, FPS14] that they are more robust as well as more accurate than keypoint-based methods. Both techniques, which are based on keypoints or performed directly, are still subjects
of active research and the current state-of-the-art method in terms of accuracy -ORB-SLAM MAMT15 - is a keypoint-based method ${ }^{11}$

### 5.1 Omnidirectional Monocular SLAM

Due to the popularity of central-projection cameras, most visual SLAM systems presume a pinhole camera model Omnidirectional computer vision has also been researched intensively, but most SLAM-systems support either the pinhole or a specialized omnidirectional camera model.

Some of the early works on omnidirectional computer vision are referred to in Section 1.1. This section continues to elaborate on the more advanced methods that have been proposed. Inspired by the work of Davison, published methods are still facilitating EKF-SLAM for omnidirectional monocular SLAM RPG10b, RPG10a, GRMG11, PO13. This might be due to the fact that landmarks are longer visible when an omnidirectional sensor is used. Hence, the drawback that EKF-SLAM scales badly with respect to map size is less prominent. But these methods would not be applicable for a large-scale SLAM system nevertheless. An omnidirectional monocular SLAM system based on Fast-SLAM was proposed by Gamallo et al. [GMR13] in 2013. Even though Fast-SLAM performs more efficiently than EKF-SLAM, their processes of tracking and mapping are strongly coupled. This neglects a more profound map optimization, since tracking has to be executed at framerate. With PTAM, Klein and Murray demonstrated the advantages of a decoupled mapping and tracking component.

Other methods put strong assumptions on the environment. The approach of Burbridge et al. [BSCN08], for example, only maintains a 2D map of the environment, or the work of Schoenbein and Geiger [SG14 assumes an urban Manhattan world. In SS08, Scaramuzza and Siegwart presume planar motion.

A very recent direct method that supports the unified projection model is proposed by Caruso et al. [CEC15]. It is based on LSD-SLAM and arguably the most similar one to CAM-SLAM in terms of flexibility. A strength of this omnidirectional LSDSLAM implementation is that it handles aggressive camera motion with strong rotations well. It was presented too late to be investigated properly, though. On a first inspection, it would not support the camera models discussed in Section 3.2.5, and hence, not the V. $360^{\circ}$.

[^16]
### 5.2 Keyframe Graphs


(a) While vertices of the covisibility graph represent keyframes, its edges denote the number of commonly observed map points. In the presence of plentiful keyframes, the number of edges might increase considerably.

(b) Although the essential graph is still connected strongly, the number of edges is bound. Black edges belong to the spanning tree of the covisibility graph and green edges were kept from the covisibility graph due to the threshold (here $\lambda_{c}=100$ ) condition.

Figure 5.1: Comparison of a covisibility and essential graph.

Direct methods and (modern) keypoint-based methods share the same overall ideas. While the camera is moving in space, a subset of tracked image frames, so-called keyframes, is selected and used for mapping. The very latest frame is then tracked using the created map. One might notice that this poses a
chicken-and-egg problem, which is tackled in Section 5.5. To enable global map optimization, direct methods [KSC13, ESC14], as well as keypoint-based methods SDMK11, MAMT15, maintain a keyframe graph. Even though details differ, the following concept remains unaltered: Neighboring keyframes $\Omega^{2}$ become constrained vertices and graph optimization techniques are used for optimization. The pose graph, for instance, constraints keyframes by their relative poses and is frequently used for loop closing. In case a keypoint-based method is employed, neighboring keyframes could be defined to be the ones that observe the same map points. Mei et al. MSN10 suggest constructing a covisibility graph, whose edges represent the number of commonly observed points. Such a graph is illustrated in Figure 5.1a. The essential graph, which is described by Mur-Artal [MAMT15], is the conjunction of the spanning tree of the covisibility graph with the set of edges that have a value higher than a threshold - where the spanning tree is chosen to exhibit edges with highest covisibility values. Figure5.1b shows an essential graph. Neither the essential graph nor the covisibility graph are used for constraint optimization directly. Instead, they are used to identify neighboring keyframes and help to realize effective pose graph optimization or bundle-adjustment.

### 5.3 Keypoint-based Methods

A keypoint is a point in a camera image that exhibits special structure and that can be distinguished from other points because of its salient features. More importantly, keypoints are desired to be invariant to translation, rotation and scaling. This means that the same keypoint can be identified in two or more images, even though the camera underwent substantial motion in the meantime. At least three steps have to be performed when matching keypoints of two images. Firstly, salient image points have to be detected in both images. Secondly, a comparable descriptor for the identified locations has to be generated. The last step is to match the keypoints by comparing the descriptors. Well-known methods for the first two steps are SIFT [Low04] and SURF [BTVG06]. Since both methods are rather demanding with respect to processing time, more efficient alternatives like the FAST feature detector [RD06] or the BRIEF descriptor [CLSF10] have been proposed. ORB [RRKB11] uses both of the aforementioned methods to provide "an efficient alternative to SIFT or SURF". A dedicated matching technique was proposed by Muja and Lowe ML09 and is called FLANN.

Now, assuming that a camera model is provided, the method explained in Section 4.1.1 can be applied for camera motion estimation. The required correspon-

[^17]dences are found using one of the keypoint detection, extraction and matching methods. In fact, one could try to design a monocular visual odometry system simply by repeating the essential matrix estimation. Since the essential matrix decomposition lacks any scale-consistency checks though, such a system would perform poorly. This is one of the reasons to create a map by triangulating keypoints after the motion was estimated: When the camera is tracked relatively to a map, the scale is theoretically in accordance with the map. Most modern monocular SLAM algorithms are inspired by PTAM and differentiate between frames and keyframes. Mapping is accomplished using keypoints that were covisible in multiple keyframes. To decide whether or not a frame should be elevated to a keyframe, most methods check for the satisfaction of a number of conditions. In PTAM, these conditions are:

1. The frame was tracked accurately
2. The latest keyframe is at least 20 frames old
3. The distance to the nearest keyframe must exceed a certain threshold ${ }^{3}$

The heuristic of the state-of-the-art ORB-SLAM method is similar, but additionally demands that at least 50 keypoints are tracked in the frame and, in contrast to imposing a minimum distance, a minimum visual change is enforced. This is done by requesting that less than $90 \%$ of the keypoints of the selected keyframe are visible in the current frame. A result of this modified condition is that keyframes are also created when the camera movement is mainly rotational. In such a situation ORB-SLAM could triangulate new map points using the covisibility graph, while PTAM would eventually lose tracking. Furthermore, a condition related to global relocalization is used in ORB-SLAM.
One purpose of the conditions is to restrain keyframe creation, as the mapping complexity typically is $O\left(N^{3}\right)$ in the number of keyframes included in optimization ASSS10.

### 5.3.1 Bundle-Adjustment

The prevailing optimization approach used in the structure from motion domain and nowadays also in the scope of keypoint-based monocular SLAM is bundleadjustment. It aims at optimizing camera and triangulated map point positions

[^18]by minimizing the reprojection error. It is also possible to predefine parameters (like fixing camera poses), or to estimate even more parameters (like intrinsic camera parameters) at the same time. For the two-view case, the problem could be formulated as follows:
\[

$$
\begin{equation*}
\underset{\boldsymbol{x}_{1, \ldots}, \ldots, \boldsymbol{x}_{n}, \boldsymbol{T}_{1}, \boldsymbol{T}_{2}}{\operatorname{argmin}} \sum_{i=1}^{n}\left\|\boldsymbol{u}_{i 1}-\pi\left(\boldsymbol{T}_{1}^{-1} \boldsymbol{x}_{i}\right)\right\|^{2}+\left\|\boldsymbol{u}_{i 2}-\pi\left(\boldsymbol{T}_{2}^{-1} \boldsymbol{x}_{i}\right)\right\|^{2}, \tag{5.1}
\end{equation*}
$$

\]

where $\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}$ and $\boldsymbol{T}_{1}, \boldsymbol{T}_{2}$ are the world coordinates of map points and camera frame poses, respectively. When $\boldsymbol{R}$ and $\boldsymbol{t}$ are rotation and translation of a transformation from world to camera coordinates $\boldsymbol{T}_{1,2}{ }^{-1}$, then denotes $\boldsymbol{T}_{1,2}{ }^{-1} \boldsymbol{x}_{i}=\boldsymbol{R} \boldsymbol{x}+\boldsymbol{t}$ a camera coordinate of $\boldsymbol{x} . \pi$ performs the projection from camera to image coordinates and depends on the camera model at hand. Lastly, $\boldsymbol{u}_{i 1}$ and $\boldsymbol{u}_{i 2}$ are the observed image coordinates, belonging to the position of a salient image feature. The concept of formulation 5.1 is similar to the one of 4.7 . The image space errors between the projections of the reconstructed 3D points and the observed points have to be minimized. The difference is that the epipolar constraint is neglected here and that the camera poses are optimized as well. Also, multiple points are considered simultaneously in Equation 5.1. An analysis of the structure of the bundle-adjustment problem and implementation considerations are provided by Triggs et al. in [TMHF00. As mentioned by Jeong et al. [JNS ${ }^{+}$10, bundle-adjustment is often performed using Levenberg-Marquardt optimization, but alternatives, which are, for instance, based on Powell's dog leg non-linear least squares optimization [LAo05], are also available. The implementation discussed later represents bundle-adjustment as a graph optimization problem, as depicted in Figure 5.2. It expresses transformations using the corresponding Lie algebra.
Since map point positions and camera poses are to be optimized, they constitute the parameters and are vertices in the graph. The constraint states that 3D points projected to image space have to be close to their observed position. The cost function of each constraint is the squared absolute error in image space, as in Equation 5.1. Ultimately, the graph optimization software $\mathrm{g}^{2} \mathrm{o}$ uses LevenbergMarquardt least squares optimization to perform bundle-adjustment. Therefore, a realistic initial estimate is required in order to reach an, ideally global, optimum.

Given enough camera movement, the map generated by a visual SLAM system becomes too big to be feasible for online bundle-adjustment after a short period of time. Consequently, only a local map with limited keyframes and map points is used for mapping. An effective way to select the local map was proposed by Strasdat et al. [SDMK11]. Around the currently active keyframe, an active window of additional keyframes is selected based on their covisibility. In their work, they split the active window into an inner and outer window. While the inner window is subject to bundle adjustment, the outer window acts as an additional stabilizer by


Figure 5.2: Bundle-adjustment posed as graph-optimization problem. Blue vertices represent the camera poses and orange vertices point positions that have to be optimized. Red dashes on the image planes illustrate the errors of constraints. There are point-tocamera constraints only - neither point-to-point, nor camera-to-camera constraints are part of bundle-adjustment.
introducing pose-pose constraints. Mur-Artal et al. MAMT15 also follow a double window strategy. They include the outer window keyframes in bundle-adjustment, but fix their poses.

### 5.3.2 Tracking

SLAM systems in general estimate the pose of the robot based on a motion estimate, and monocular SLAM is no exception to this. While some applications KJLS14 employ a Kalman filter in order to include higher order information, i.e. acceleration components, constant velocity motion models also proved to predict the camera pose good enough [MAMT15]. More specifically speaking, camera poses are frequently represented using the Lie group $\mathbf{S O}(3)$ or $\operatorname{Sim}(3)$ and relative poses are of the form $\boldsymbol{T}_{1}^{-1} \boldsymbol{T}_{2}$, where $\boldsymbol{T}_{1}$ and $\boldsymbol{T}_{2}$ are elements of the according group. Hence, considering the last two succeeding camera poses, the next pose is estimated by $\boldsymbol{T}_{3}=\boldsymbol{T}_{2} \boldsymbol{T}_{1}^{-1} \boldsymbol{T}_{2}$.
Given the initial pose estimate, the camera position is refined using local map information. For this reason, map points of covisible keyframes are projected to the current frame and matched with nearby image features. The resulting correspondences are then used to perform bundle adjustment, optimizing the current camera position only. This approach was already proposed in the PTAM publication and more recent methods fine-tuned the implementation for their needs.

For example, the PTAM application does not maintain a covisibility graph and additional matching criteria, such as including the mean observation direction of map points, were employed by Mur-Artal et al. [MAMT15.

### 5.4 Direct Methods

Before the introduction of dense monocular SLAM methods, state estimation was either filtering-based (EKF-, FAST-SLAM) or based on bundle-adjustment. Newcombe et al. presented another strategy labeled dense tracking and mapping (DTAM) NLD11 that differs from the former ones by (potentially) involving complete images in optimization. As mentioned earlier, the overall concept is comparable to the one of PTAM, although the optimization back-end works entirely distinctly. Assuming that a dense reconstruction of the environment is already available and that a motion-based estimate of the current camera pose was predicted, the camera is tracked by iteratively minimizing the photometric error. The photometric error refers to the (sum of) pixel value differences - $L_{1}$-norm [NLD11], or squared $L_{2}$-norm [ESC13] - between the actual current image and the image generated by projecting the dense map to the estimated camera location. One can think of this procedure as moving a virtual camera and comparing the projected virtual camera image to the real one. Mathematically, the photometric error is of following nature:

$$
\begin{equation*}
e=\sum_{i=1}^{n} \| I_{1}\left(\boldsymbol{u}^{i}\right)-I\left(\pi\left(\boldsymbol{x}_{c}{ }^{i}\right) \|^{1,2}\right. \tag{5.2}
\end{equation*}
$$

where $I_{r}, I$ maps from image coordinates to pixel intensity values and $\|\cdot\|^{1,2}$ expresses that the value is either squared or not, depending on the error-norm. The major difference from Equation 5.1 originates from comparing these intensity values rather than image space (pixel) offsets. Moreover, $e$ is evaluated densely in contrast to the cost function of 5.1. The reasoning behind the photometric error derives from the constant brightness assumption: When the image of an object moves, it does not change brightness. Hence, $e$ would converge to a global minimum near a perfectly tracked camera, if it wasn't for noise and if the constant brightness assumption was completely true. Since actual dense monocular SLAM systems track the current frame relatively to a selected reference keyframe and depth image, literature describes the photometric error in a slightly more elaborate fashion:

$$
\begin{equation*}
e=\sum_{i=1}^{n} \| I_{r}\left(\boldsymbol{u}^{i}\right)-I\left(\pi\left(\boldsymbol{T} \pi^{-1}\left(\boldsymbol{u}^{i}, d^{i}\right)\right) \|^{1,2}\right. \tag{5.3}
\end{equation*}
$$

Here, $\pi^{-1}(\boldsymbol{u}, d)$ denotes a back-projection of $\boldsymbol{u}$ to a 3D coordinate at depth $d$. The resulting 3D point is then transformed from one camera coordinate system to the other one using the relative transformation $\boldsymbol{T}$ and finally projected to image space again. Note that in contrast to the formulation of Newcombe et al. NLD11, eq.2-3] all camera parameters are implied in $\pi$ here, hence, multiplying with $K$ would be redundant $t^{4}$. The $w\left(\boldsymbol{u}^{i}, \boldsymbol{T}\right)=\pi\left(\boldsymbol{T} \pi^{-1}\left(\boldsymbol{u}^{i}, d^{i}\right)\right.$ component that maps from image to image space is also called warp function. After system initialization, all parameters except the relative transformation are available. The Lucas-Kanade image alignment algorithm presents a method to minimize $e$ using nonlinear optimization. A comprehensive analysis of the algorithm and Gauss-Newton based implementation details are provided by Baker and Matthews in [BM04]. In addition to direct methods that minimize the photometric error and keypoint-based methods that minimize the re-projection error, a semi-direct method has also been proposed by Forster et al. [FPS14] and is called SVO. SVO maintains sparse features and tracks the camera by reducing the photometric error of patches around the features. Subsequently, bundle-adjustment is used to refine the tracking.

As with keypoint-based methods, a keyframe-decision is made after tracking a frame successfully. DTAM uses the number of projected pixels as a threshold. When this falls below a certain value, a keyframe is created because future tracking might become unstable otherwise. The more recent LSD-SLAM system presented by Engels et al. [ESC14] bases the threshold on a weighted combination of relative distance and angle to the currently selected keyframe. Once a new keyframe is created by a direct method, either a dense or semi-dense depth-map is generated. LSD-SLAM, for instance, employs the stereo-matching earlier presented by Engels et al. [ESC13] for this task. The depth value $d$ in subsequent tracking activities is then read from the newly created depth-map. Each keyframe initializes its depth map based on the projected depth map of the tracking process and expands the depth map using epipolar line searches and triangulation.

### 5.5 Initialization

Section 5.3 already described that an essential matrix estimation based on the 8 -point algorithm yields a camera motion estimate. Given a motion estimate, it is also possible to triangulate points, and hence, to initialize keypoint-based visual SLAM methods. This way, the chicken-and-egg problem due to a tracking task depending on mapping and a mapping task depending on tracking is overcome.

[^19]There are degeneracies associated with the 8-point algorithm, however, as explained by Hartley and Zissermann [HZ04, p.295-297]. Most importantly, applying the algorithm to points on a plane will lead to multiple solutions and causes it to fail. A homography estimation on the other hand, which also allows the reconstruction of camera motion, is only suitable for a planar scene structure. For this reason, Mur-Artal et al. MAMT15] evaluate the fundamental matrix $\boldsymbol{F}$ as well as the homography $\boldsymbol{H}$ in parallel during initialization. A heuristic based on symmetric transfer errors is then used to decide which model is appropriate. While $\boldsymbol{F}$ can easily be replaced using the essential matrix to gain camera model independence, as in Section 4.1, it is more difficult to replace the homography estimation. Zhang et al. [ZLZH10] proposed a solution for the para-catadioptric case that can be adapted to catadioptric cameras with hyperbolic and elliptical mirrors, but a camera model independent solution demands further research.

First direct methods NLD11, ESC13] were bootstrapped by keypoint-based methods: As soon as the keypoint-based method identifies frames with enough parallax, (semi-)dense stereo matching is performed to generate an initial map. When this procedure succeeds, the system continues to run self-supported, omitting keypoints. LSD-SLAM managed to fully exclude keypoints by starting with a random depth map and assuming a large variance in (inverse) depth. The system subsequently converges to a valid depth map, given enough translation.

## Chapter 6

## Semi-Dense 3D Reconstruction

Robots that are supposed to interact with the environment require a representation of their surroundings, such as the map of a visual SLAM method. Clearly, a representation as accurate as possible is desired in order to infer useful information. Keypoint-based visual SLAM could barely be used for collision detection for example, because an object nearby could lack associated image features. For this reason, a dense or semi-dense 3D reconstruction of the environment is preferable. Repeating point triangulation for as many points as possible would result in a low quality 3D scene reconstruction, due to the presence of noise and outliers. A natural way to cope with these issues is to treat reconstruction as a probabilistic process. Broadhurst et al. BDC01 employed a Bayesian probability framework for reconstruction, which is based on space carving [KS00]. Ultimately, space carving reconstructs surfaces by analyzing the photo-consistency of voxels projected to image spaces. During this process, occlusion has to be modeled explicitly. A more recent method that models occlusion implicitly as a source of noise was presented by Vogiatzis and Hernández [VH11. The basic principle, which is also used in other works $\mathrm{PNF}^{+} 08$, ESC13, PFS14, ESC14, MAT15, is the following: Each pixel of the camera can be interpreted as a depth sensor, if the camera motion is known and when a correspondence to a pixel of a previous image is given. In this case, triangulation could be used to compute the depth. Here, a problem arises from finding the dense correspondences, which is usually done by searching the epipolar line. Another challenge is to account for noisy data and outliers. All of the aforementioned methods rely on the fusion of multiple depth measurements in order to calculate the posterior depth. Additionally, some of the methods perform a smoothing step by introducing a regularization term. After correspondences are found and depth observations are fused, the resulting (semi-)dense depth map is equivalent to a local point cloud. The 3D points of this cloud emerge from back-projecting an image coordinate to the according depth.


Figure 6.1: The plot in (a) represents the score of pixels during the epipolar line search and black dots highlight local maxima. In (b), local maxima of 60 images are accumulated into a histogram. Courtesy of George Vogiatzis, Aston University and Carlos Hernández, Google Inc. Published in VH11 as Figure 2.

### 6.1 Depth Uncertainty

By interpreting the camera as a depth sensor, the following question arises: Which uncertainty is associated with each of the depth measurements?
Depending on the baseline between two camera poses, the search interval on the epipolar line might exhibit several matches to the projected pixel. This means that the epipolar search is a source of uncertainty. Given the baseline, the length of the epipolar line is determined by a depth range of interest. This depth range is either obtained by a SLAM algorithm or by prior knowledge of the scene. Hence, sampling possible depth values of a back-projected pixel resembles an epipolar search in other image frames.
At this stage, camera poses are usually assumed to be fixed and are not included in probability estimation [VH11, PFS14, MAT15]. Figure 6.1a depicts the score of potential correspondences along the epipolar line. Vogiatzis and Hernández [VH11] accumulated local maxima for the same pixel over 60 neighboring frames into a histogram and observed that it has a peak at the true depth, which is bounded by mostly uniform noise. Such a histogram is shown in Figure 6.1b, To account for this structure, Vogiatzis and Hernández represented the uncertainty by a Gaussian + Uniform mixture model:

$$
\begin{equation*}
p\left(z \mid z^{*}, \pi\right)=\gamma \mathcal{N}\left(z \mid z^{*}, \sigma^{2}\right)+(1-\gamma) \mathcal{U}\left(z \mid z_{\min }, z_{\max }\right) \tag{6.1}
\end{equation*}
$$

The values $z_{\text {min }}$ and $z_{\text {max }}$ cover the scene depth, $\sigma^{2}$ describes the variance of a good measurement and $\gamma$ the probability of an inlier observation. While the normal
distribution $\mathcal{N}$ is scaled by $\gamma$, the uniform distribution $\mathcal{U}$ is scaled by $(1-\gamma)$. This way, the probability density function $p\left(z \mid z^{*}, \gamma\right)$ has a peak at the true depth $z^{*}$, where the significance is based on the parameter $\gamma$. To solve Equation 6.1 for the true depth $z^{*}$, Vogiatzis and Hernández first used a Bayesian approach, which required maintaining a histogram for each epipolar line of a pixel that is observed in other frames. Because of the computational complexity of the Bayesian method, an approximation of the posterior using a Gaussian $\times$ Beta model was presented as well. This choice was motivated by the small Kullback-Leibler divergence between the actual and the Gaussian $\times$ Beta distribution. Please refer to the work of Vogiatzis and Hernández for more details on the probability estimation. Pizzoli et al. [PFS14] presented a method, which is called REMODE (regularized monocular depth estimation), built on the results of Vogiatzis and Hernández. The key improvements of REMODE are the application of regularization and inverse depth parametrization.
Modern methods do not parametrize geometry by depth values directly, but use an inverse depth parametrization instead. This concept was presented by Civera et al. CDM08 and offers two main advantages. First, uncertainties behave more Gaussian when using the inverse depth parametrization, which is important for probabilistic reconstruction, especially depth hypothesis fusion. Second, employing inverse depths reduces a bias during regularization: Due to projection, surfaces nearby are sampled by more pixels than distant surfaces of the same size. Hence, non-inverse depth gradients are differently scaled in fore- and background. The inverse parametrization, on the other hand, behaves linearly to a certain degree and helps to surpass this problem.
While Equation 6.1 assigns a probability density function to the sampled depthrange, it is also possible to assign similarity errors, i.e. matching costs between the back-projected pixel and pixels on the according epipolar lines. A comparison of 15 available cost functions was presented by Hirschmüller and Scharstein HS09.
Engel et al. ESC13] as well as Mur-Artal and Tardós MAT15 effectively calculate errors based on grayscale and gradient images. Mur-Artal and Tardós, for instance, define the similarity error $e(u)$ of a pixel at coordinate $u$ on an epipolar lin $\S^{17}$ as

$$
\begin{equation*}
e(u)=\frac{r_{I}^{2}}{\sigma_{I}^{2}}+\frac{r_{G}^{2}}{\sigma_{G}^{2}}, \tag{6.2}
\end{equation*}
$$

which is to be understood as the summation of a normalized intensity residual $r_{I}=I-I(u)$ and gradient residual $r_{G}=G-G(u)$, where $I, I(u)$ are the intensities and $G, G(u)$ the gradient magnitudes, respectively.

[^20]In addition to having a low similarity error, matching candidates must fulfill the following conditions:

1. The gradient must be high $\left(G(u)>\lambda_{G}\right)$, which reduces the ambiguity of matches.
2. The orientation of the gradient $\Theta(u)$ must not be (nearly) perpendicular to the epipolar line $\left(\left|\Theta(u) \boxminus \Theta_{l}\right|<\lambda_{\Theta_{l}}\right)$. This way, the ambiguity is further reduced ${ }^{2}$, as described in-detail in [ESC13].
3. The orientation $\Theta(u)$ has to match a prediction based on the median rotation of matched ORB features. $\left(\left|\Theta(u) \boxminus \Theta_{p}\right|<\lambda_{\Theta_{p}}\right)$

Here, only the first two conditions are enforceable for every single-view camera model, since the last condition assumes evenly distributed rotations. As a result of using the Scharr operator for gradient computation, Mur-Artal and Tardós relate the intensity noise to the gradient noise by $\sigma_{G}^{2}=\theta \sigma_{I}^{2}$, where $\theta=0.23$. This yields the similarity error

$$
\begin{equation*}
e(u)=\left(r_{I}^{2}+\frac{1}{\theta} r_{G}^{2}\right) \frac{1}{\sigma_{I}^{2}} \tag{6.3}
\end{equation*}
$$

By sampling the epipolar line, the pixel coordinate $u_{0}$ with lowest similarity error is chosen to represent the correspondence in the currently evaluated reference frame. The coordinate $u_{0}$ can further be refined to sub-pixel precision by constraining the derivative of the error to be a local extremum:

$$
\begin{align*}
\frac{\partial e(u)}{\partial u}=0 & =2\left(r_{I}^{\prime} r_{I}+\frac{1}{\theta} r_{G}^{\prime} r_{G}\right) \frac{1}{\sigma_{I}^{2}}  \tag{6.4}\\
0 & =-\frac{2}{\sigma_{I}^{2}}\left(I^{\prime} r_{I}+\frac{1}{\theta} G^{\prime} r_{G}\right)
\end{align*}
$$

Where $r_{I}^{\prime}(u)=-I^{\prime}(u)=\frac{1}{2}(I(u+1)-I(u-1))$ and $r_{G}^{\prime}(u)=-G^{\prime}(u)=\frac{1}{2}(G(u+$ 1) $-G(u-1))$.

[^21]This can be solved for $u^{*}$ by applying a first order Taylor approximation of the residuals $r_{I}$ and $r_{G}$ at position the $u_{0}$ :

$$
\begin{align*}
0= & -\frac{2}{\sigma_{I}^{2}}\left(I^{\prime}\left(u_{0}\right) r_{I}\left(u_{0}\right)+\frac{1}{\theta} G^{\prime}\left(u_{0}\right) r_{G}\left(u_{0}\right)\right)  \tag{6.5}\\
\approx & -\frac{2}{\sigma_{I}^{2}}\left(I^{\prime}\left(u_{0}\right) r_{I}\left(u_{0}+\triangle u\right)+\frac{1}{\theta} G^{\prime}\left(u_{0}\right) r_{G}\left(u_{0}+\triangle u\right)\right) \\
= & -\frac{2}{\sigma_{I}^{2}}\left(I^{\prime}\left(u_{0}\right) r_{I}\left(u_{0}\right)-\triangle u I^{\prime 2}\left(u_{0}\right)+\frac{1}{\theta} G^{\prime}\left(u_{0}\right) r_{G}\left(u_{0}\right)-\frac{1}{\theta} \triangle u G^{\prime 2}\left(u_{0}\right)\right) \\
\Rightarrow & \triangle u\left(I^{\prime 2}\left(u_{0}\right)+\frac{1}{\theta} G^{\prime 2}\left(u_{0}\right)\right)=I^{\prime}\left(u_{0}\right) r_{I}\left(u_{0}\right)+\frac{1}{\theta} G^{\prime}\left(u_{0}\right) r_{G}\left(u_{0}\right) \\
& \triangle u=\frac{I^{\prime}\left(u_{0}\right) r_{I}\left(u_{0}\right)+\frac{1}{\theta} G^{\prime}\left(u_{0}\right) r_{G}\left(u_{0}\right)}{I^{\prime 2}\left(u_{0}\right)+\frac{1}{\theta} G^{\prime 2}\left(u_{0}\right)}
\end{align*}
$$

Then, the refined position is given through $u^{*}=u_{0}+\Delta u$ and corresponds to an inverse depth value $\rho^{*}$ at the back-projected pixel. Note that the choice of the predefined parameter $\sigma_{I}^{2}$ does not affect the mininima of $e(u)$ and in consequence neither $u_{0}$ nor $u^{*}$. Mur-Artal and Tardós propagate the uncertainty $\sigma_{I}^{2}$ to depth uncertainties, which offer useful information at the stage of depth hypothesis fusion. Employing non-linear uncertainty propagation [Ku66], the variance in $u^{*}$, denoted by $\sigma_{u^{*}}^{2}$, is approximated by:

$$
\begin{align*}
\sigma_{u^{*}}^{2} & \approx\left|\frac{\partial u^{*}}{\partial r_{I}\left(u_{0}\right)}\right|^{2} \sigma_{I}^{2}+\left|\frac{\partial u^{*}}{\partial r_{G}\left(u_{0}\right)}\right|^{2} \theta \sigma_{I}^{2}  \tag{6.6}\\
& =\frac{r_{I}^{\prime 2}\left(u_{0}\right)}{\left(r_{I}^{\prime 2}\left(u_{0}\right)+\frac{1}{\theta} r_{G}^{\prime 2}\left(u_{0}\right)\right)^{2}} \sigma_{I}^{2}+\frac{\frac{1}{\theta^{2}} r_{G}^{\prime 2}\left(u_{0}\right)}{\left(r_{I}^{\prime 2}\left(u_{0}\right)+\frac{1}{\theta} r_{G}^{\prime 2}\left(u_{0}\right)\right)^{2}} \theta \sigma_{I}^{2} \\
& =\frac{2 \sigma_{I}^{2}}{r_{I}^{\prime 2}\left(u_{0}\right)+\frac{1}{\theta} r_{G}^{\prime 2}\left(u_{0}\right)}=\frac{2 \sigma_{I}^{2}}{I^{\prime 2}\left(u_{0}\right)+\frac{1}{\theta} G^{\prime 2}\left(u_{0}\right)}
\end{align*}
$$

Let $\varrho(u)$ be a mapping from a location on the epipolar line to inverse depth. Then starting from the inverse depth $\rho=\varrho\left(u^{*}\right)$, the standard deviation $\sigma_{\rho}$ is inferred from two inverse depth deviations. These deviations are based on inverse depths related to two more points on the epipolar line, which are located at $u^{*}+\sigma_{u^{*}}$ and $u^{*}-\sigma_{u^{*}}$ :

$$
\begin{equation*}
\sigma_{\rho}=\max \left(\left|\varrho\left(u^{*}+\sigma_{u^{*}}\right)-\rho\right|,\left|\varrho\left(u^{*}-\sigma_{u^{*}}\right)-\rho\right|\right) \tag{6.7}
\end{equation*}
$$

So far, the inverse depth $\rho$ and standard deviation $\sigma_{\rho}$ of a pixel is estimated by sampling the epipolar line of one reference keyframe. To increase the precision
of the measurement, multiples of such depth hypothesis from different frames are fused. Because it is likely that some hypothesis are outliers due to mismatching, a compatible subset of the measurements has to be selected. The $\chi^{2}$ test offers a method to test the compatibility of hypothesis. Testing each hypothesis with the remaining ones will result in a maximal subset of compatible hypothesis. Only if the size of the subset is larger than a threshold $\lambda_{n}$, a fused inverse depth hypothesis $\rho_{f}$ is obtained in the following manner:

$$
\begin{equation*}
\rho_{f}=\frac{\sum \frac{1}{\sigma_{\rho_{i}}^{2}} \rho_{i}}{\sum \frac{1}{\sigma_{\rho}^{2}}}, \quad \sigma_{f}^{2}=\frac{1}{\sum \frac{1}{\sigma_{\rho}^{2}}} \tag{6.8}
\end{equation*}
$$

Although the fusion of several measurements reduces the noise, the output inverse depth map still suffers from spurious discontinuities. The removal of such noisy discontinuities, while preserving edges, is thoroughly studied in image processing and called image smoothing. Several image smoothing techniques and their mathematical relations are studied by Mrázek et al. in MWB06. Methods based on total variation regularization PFS14] or inspired by bilateral filtering [ESC13, MAT15] were successfully applied to improve the quality of inverse depth maps. Engel et al. [ESC13] compute the weighted average of the surrounding of each inverse depth value to efficiently regularize the depth map. The weight is based on the variance $\sigma_{f}^{2}$ of the inverse depth values, and values that differ more than $2 \sigma_{f}$ are neglected in order to preserve edges. At this stage, it is also possible to include intensity variations in the weighting, since discontinuities in color tend to correspond to discontinuities in depth.

## Chapter 7

## Loop-Closing

Section 2.3.6 motivated the use of global data in SLAM systems. Even if modern direct and keypoint-based visual SLAM methods operate with high precision, a drift due to accumulated errors is inevitable on large-scale data. A key concept to address this problem is called loop-closing. It refers to the problem of recognizing a previously visited location (loop-closing detection) in order to acquire a globally consistent map and trajectory (loop-closing correction). Williams et al. [WCN $\left.{ }^{+} 09\right]$ differentiate between three categories of methods performing the first task of loop-closing detection: Map-to-map, image-to-image and image-tomap methods. Algorithms of the first category divide the map into sub-maps and a loop is detected when sub-maps exhibit similar salient features of some kind. In contrast to map-to-map techniques, image-to-image techniques operate directly on camera frames. They compare images using a visual vocabulary, for instance based on SURF features, and identify a loop based on this comparison. The latter category of image-to-map techniques includes algorithms that search the map for features observed in the current frame. Again, when the search is successful, a loop is detected.

Even though Williams et al. emphasized image-to-map methods in their work of 2009, as they potentially use more information due to the availability of 3D map-points, it seems that the focus in recent years is on image-to-image methods. Cummins and Newman presented a seminal work on image-to-image methods CN07 that was later extended and dubbed fast appearance-based mapping (FAB-MAP) CN08. The success of FAB-MAP derives from three qualities. First, it scales well - namely, linearly to the number of processed images. Second, it addresses perceptual aliasing effectively. Perceptual aliasing describes that distinct locations may visually appear coincident to the system. Third, FAB-MAP generates a probability density function over locations, which means that not only
the most compatible frames are identified, but also that the probability of a loopdetection is determined. An open-source implementation of FAB-MAP, called OpenFABMAP, is presented by Glover et al. [GMW ${ }^{+} 12$. While the loop-closing detection of LSD-SLAM is based on this implementation, the loop-closing detection technique of ORB-SLAM, presented by Mur-Artal and Tardós [MAT14, operates in a comparable manner. Like FAB-MAP, the method also uses a bag-ofwords [GLT12] representation of frames: Feature descriptors are grouped to visual words by discretization, and hence, an images holds a bag-of-words as it contains a multiset of descriptors. FAB-MAP, as well as the method of Mur-Artal and Tardós, requires a pre-calculated visual vocabulary.
As soon as a loop is detected, loop-closing correction has to be triggered. Considering that the ends of the loop potentially have greatly erroneous relative poses, the "true" relative transformation has to be estimated. Since loop-closing is usually performed among keyframes using image-to-image detection methods, both ends of the loop exhibit 3D data. Accordingly, keypoint-based methods estimate the relative camera transformation between the two involved keyframes based on 3D point correspondences, which can be found by feature matching. A closed-form algorithm for this task is presented by Horn [HHN88]. Alternatively] the estimate is assessable using a subset of three 3D points with the method of Arun et al. AHB87] in a RANSAC-scheme, as outlined by Strasdat [Str12a, p.129]. The resulting relative transformation estimate can further be refined using subsequent bundle-adjustment. Engel et al. [ESC14] discovered that the tracking component of their direct method is able to compute the relative transformation, when an aggressive coarse-to-fine approach (starting at resolution 20x15) is chosen. Engel et al. also expound that at the occasion of loop-closure, direct methods could still rely on keypoints in order to execute Horn's technique for transformation estimation. Given the "true" relative transformation, the accumulated error is split over all keyframes in the loop using pose graph optimization, as in OLT06. In order to affect scale drifts effectively at this stage, transformations are usually represented in the Lie group $\operatorname{Sim}(3)$.

[^22]
## Chapter 8

## Implementation

Previous chapters outlined crucial principles and presented state-of-the-art monocular visual SLAM methods. This chapter revisits introduced topics and expands on their interaction with focus on the development of a real-time monocular visual SLAM system. In contrast to most existing systems, the newly implemented application - dubbed CAM-SLAM, which stands for camera agnostic monocular $S L A M$ - is not restricted to pinhole cameras, but explicitly allows omnidirectional and other central camera models. In fact, flexibility is one of the main characteristics of the application and has been a major reason for developing a monocular visual SLAM system from scratch. CAM-SLAM is keypoint-based and the architecture of the system is based on the following design choices:

1. Cameras-agnostic. First and foremost, the support for omnidirectional camera models is required, as this is the focus of this work. As a consequence, it has been investigated whether it is possible to support a wider range of camera models. The collection of algorithms utilized in the implementation successfully enables various camera models, as long as they allow feature tracking and exhibit a single effective viewpoint.
2. Various features. Since history indicates that new salient image feature detectors and descriptors emerge every few years, a system that is independent of the actual detector and descriptor implementation is preferable.
3. Multi-threaded. Modern SLAM methods exploit the multi-tasking capabilities of today's processors. As latencies can be reduced this way, the new system has to benefit from parallel computing techniques.
4. Portable. Finally, the application should be easily portable. Therefore, the system avoids depending on the robot operating system ROS $\mathrm{QCG}^{+} 09$.

Instead, an optional ROS node is being developed in order to include CAMSLAM in ROS stacks.

At the very beginning of the development, CAM-SLAM was supposed to become a direct method, like LSD-SLAM. Experiments showed, however, that direct methods depend on an accurately calibrated camera model, which is not available for the VSN V. $360^{\circ}$ camera. This dependency results from the vast amount of epipolar line searches at each keyframe, due to the extension of the depth map. If a badly calibrated camera disturbs this process, epipolar line searches produce mismatches and corrupt depth maps. This issue is less prominent in keypointbased methods, as correspondences are found by feature matching. Even though an epipolar check might be used to verify good matches, this step is optional for keypoint methods. Further, as explained in Section 8.3.3, sampling the epipolar line might be considerably more expensive for omnidirectional cameras, depending on the actual model. This again favors keypoint-based methods, when the camera is not represented by the pinhole model. Another decisive factor, prompting the shift to a keypoint-based method, has been the release of ORB-SLAM. As noted in Chapter 5, ORB-SLAM is today's reference keypoint-based visual SLAM system and is the most accurate system available.

While the next section continues to describe CAM-SLAM on a broad level, implementation details follow in Section 8.3.

### 8.1 System overview

CAM-SLAM is divided into four packages: The core package cam-slam, the viewer package cam-slam-viewer, the testing package cam-slam-tests and the ROS node package cam-slam-ros, which is still in development and not part of this thesis. The former packages are described in the following.

### 8.1.1 Package: cam-slam

Mandatory dependencies: Eigen3 [GJ ${ }^{+} 10$, $\mathrm{g}^{2} \mathrm{o}$ GKSK11, OpenCV Bra00], Sophus Str12b, Boost (Multi-index Containers (Mun04), C++14
Optional dependencies: OpenSeqSLAM [Sue13], OpenML [DM98], ORBExtractor MA15 of ORB-SLAM, CamOdoCal HLP13

The cam-slam core component abstracts all methods from the user and provides an


Figure 8.1: Frame processing flowchart. While the Tracker, Slam System and Mapper lane each map to one thread in the application, the Dense Reconstructor lane maps to at least one thread. New frames arrive in the system thread and are subsequently processed by the tracking, mapping and semi-dense reconstruction thread, according to the system state.
easy-to-use interface. While the other packages are optional and intended for test purposes, the core package is the only required package to execute CAM-SLAM. Inspired by PTAM and ORB-SLAM, it internally creates separate tracking and mapping threads. An additional system thread is created, which handles communication with the user thread and performs some computations in order to unload the tracking thread. Being able to semi-densely reconstruct the environment, CAM-SLAM starts at least one more reconstruction thread. When compiled with OpenMP support, which is optional, this number can be increased arbitrarily. One more loop-closing thread is created if enabled ${ }^{17}$. Figure 8.1 illustrates the data flow of a single image frame.

By design, the system thread provides the only interface to the user, and hence, reacts to newly available frames. In contrast to ORB-SLAM, where new frames are grabbed by the tracking thread, image features are computed directly by the

[^23]system thread, outside of the tracking component. Additionally, a simple feature tracker is implemented in the system thread, which is used for map initialization and map point creation. In the original design of CAM-SLAM, the only purpose of the system thread was to present an interface using the observer pattern. Such an interface should not be implemented in one of the other time-critical components, because listener notifications are immediately executed in the current thread. Yet, experiments have shown that the system thread is mostly idle when handling events only. As a consequence, further operations were transferred to the system thread with the acceptable drawback that the user should not perform heavy operations in callbacks.

After salient image features were created and assuming that the map is already initialized, the tracking thread takes over the frame. Tracking involves bundleadjustment of the locally visible map, which is accessible by maintaining a covisibility graph. In the case that tracking was successful, the mapping thread may further process the frame by converting it to a keyframe, if required by the system. Here, the decision of the system is based on the conditions proposed by Mur-Artal et al. [MAMT15] that are discussed in Section 5.3. During mapping, new map points are generated and bad ones are removed. Optionally, the system performs a semi-dense reconstruction of the environment, either online or offline - the latter to increase accuracy.

Also, the above-mentioned data-flow appears to be sequential, all threads are able to execute computations simultaneously. More precisely, while the system is calculating features of a very new frame, the tracking and mapping threads could still be engaged in bundle-adjustment, each on a different (key-)frame.

Listing 8.1 exemplifies the interface of CAM-SLAM. A complete list of all interface methods, as well as a class-diagram of CAM-SLAM, is available in the appendix as Listing B. 1 and Figure A.5, respectively.

```
SlamSystem slamSystem;
slamSystem.setup(std ::make_shared<ORBHandler>());
slamSystem.setDefault CameraModel(
    std::make_shared<EquiAngularCamera>}>(1920, 320
);
slamSystem.addNewKeyframeListener([](KeyframePointerConst f)
    { std::cout << "Got keyframe: " << f->id; }
);
slamSystem.addNewFrameListener([](FramePointerConst f)
    { std::cout << "Got tracked frame!"; }
);
slamSystem.start();
while(hasFrame()) slamSystem.createFrame(getImage());
```

Listing 8.1: Illustrative usage of CAM-SLAM. After the SlamSystem object is instantiated, a feature handler has to be selected. Using polymorphism, arbitrary feature handlers can be defined outside the core package. Similarly, the default camera model is selected. In theory, CAM-SLAM supports altering camera models - this aspect is untested though and feature tracking would become problematic. The remaining code subscribes to two events, starts the SLAM system and feeds it with images.

### 8.1.2 Package: cam-slam-tests

Mandatory dependencies: cam-slam, gtest Inc15 Optional dependencies:

The objective of the cam-slam-tests package is twofold: On the one hand, unit tests are provided for stability; on the other hand, it is responsible for handling datasets. Supported datasets have either the TUM-RGBD [SEE ${ }^{+} 12$, KIT$T I$ GLU12], Catadioptric RGB-D [SSG14] or a CAM-SLAM specific format. The motivation behind the latter one derives from the ability to recognize synthetic data. For instance, ground truth poses with synthetic image features - subject to a manually defined degree of noise - can be exported from the computer graphics software Blender Fou15. Also supported are raw image and video sequences.
This package creates one more thread for each loaded dataset in order to perform asynchronous buffering.

### 8.1.3 Package: cam-slam-viewer

Mandatory dependencies: cam-slam, cam-slam-tests, Qt Com15, Boost Optional dependencies: qcustomplot Eic15, graphViz [EGK+01], qgv Nic14]

An interactive graphical user interface for CAM-SLAM is provided in the cam-
slam-viewer package. In addition to the ability to display map points, image features, frames, and keyframes and the covisibility graph; the Qt-based viewer allows to adjust parameters, load datasets, and monitor workload. Further, it includes helpful test- and debug-visualizations, such as the following:

1. Every map point is clickable in the 3D view. After double-clicking a point, all observing keyframes, along with the according image sections, are displayed.
2. Vice versa, image features of the most recent keyframes are clickable, producing the same effect as above.
3. During semi-dense 3D reconstruction, each depth-hypothesis is exemplified by a 3D-line of length $2 \sigma_{\rho}$ and the error function arising from epipolar line sampling (between two manually selected keyframes) is redirected to gnuplot instantaneously. This becomes clearer in the discussion of Section 8.3.3.

Screenshots of the cam-slam-viewer component running CAM-SLAM are available in Appendix A. 6 and A. 7.

### 8.2 Data Structures

During run-time, CAM-SLAM occupies most of its time with data. Be it feature matching or bundle-adjustment, data has to be associated and optimized. The most significant data relates to map points, frames and keyframes, and the corresponding data structures are presented next. A graphical overview of map-related structures is provided by Figure A.4. Data arising from implementation concepts, such as mutexes, are omitted.

### 8.2.1 Map and Map Point

Map points store position, normal and color vectors $\in \mathbb{R}^{3}$, where the normal is the average viewing direction of observing keyframes. While the map contains a potentially large number of $N$ points, a map point refers to $K$ observing keyframes. Map points additionally exhibit a reliability count that realizes the following idea of ORB-SLAM: A map point must be observed in at least $25 \%$ of the frames, where it was predicted to be visible - otherwise it gets deleted. The reliability count of CAM-SLAM behaves more locally, however: After being initialized with the lower bound value $\Lambda_{l}=0$, the count is increased or decreased, according to the observation result, but may not exceed the upper bound $\Lambda_{u}=8$. Should the variable count fall below $\Lambda_{l}$, the map point is removed. This way, map points associated to non-static objects get removed quickly.

### 8.2.2 Frame

After receiving a new camera image, CAM-SLAM first assigns a frame object and a camera model to the image. The frame contains the similarity transformation $\boldsymbol{\xi}$ that can - ad libitum - be interpreted as camera pose or camera-to-world transformation. To allow matching, keypoints and descriptors are attached to the frame, in which the keypoints are divided in a grid structure to speed up matching. At this point, the camera model of the frame has to be considered, as discussed for the cylindrical camera model in Section 8.4. As soon as matches are available, they are also associated with the frame.

### 8.2.3 Keyframe

Each keyframe stores the reference to the frame it is based on. Additionally, and in contrast to other investigated implementations, it references covisible keyframes using a multi-index data structure. Here, the multi-index container combines two red-black trees in order to allow fast sorting based on the covisibility count and fast access based on the referenced keyframe. While the insertion and lookup complexity of this structure is $O(\log n)$, operations on the iterator are performed in constant time. Hence, accessing the $N$ best covisible keyframes has the complexity $O(N)$.

Furthermore, observed map points and an optionally computed inverse depth map are associated with a keyframe.

### 8.2.4 Camera Model

Since CAM-SLAM supports a wide range of camera models, it requires a uniform interface of shared characteristics. This interface is presented in Listing 8.2 . There are only two functions that do not exhibit a default implementation, namely camToPixel and pixelToRay. While the first one maps from 3D camera coordinates to 2D image coordinates, the latter one performs the reversed mapping - with undefined depth, however. The function getDistance computes the offset between two image space coordinates, which can differ from a simple subtraction. For instance, the cylindrical, as well as the equiangular camera model, has to consider the reiterative nature of coordinates ( $u_{\min } \boxminus u_{\max }=1$ ). testErrorNormalChi2 checks the plausibility of two image coordinates representing the same point, given the variance of the camera model, using a $\chi^{2}$ test. The remaining function eraseArea allows to mask areas of the image, as illustrated in Figure A.3.

```
virtual Vec2 camToPixel(const Vec3& dir) const = 0;
virtual Vec3 pixelToRay(const Vec2& coord) const = 0;
virtual Vec2 getDistance(const Vec2& coord1,
    const Vec2& coord2) const;
virtual bool testErrorNormalChi2(const Vec2& coord1,
    const Vec2& coord2) const;
virtual void eraseArea(const Mask& mask);
```

Listing 8.2: Common interface for CAM-SLAM camera models. Every central camera model which implements this $\mathrm{C}++$ interface is supported by CAM-SLAM.

### 8.2.5 Feature Handler

In the same way as with the camera model, the salient image feature detection, extraction and comparison are abstracted using an interface, as shown in Listing 8.3. The interface should be self-explanatory: While createKeypoints performs the steps of detection and extraction, getDistance measures the matching-quality of two descriptors. CAM-SLAM implements this interface for SURF features and ORB features using OpenCV and also supports the ORB detection and extraction methods provided by ORB-SLAM.

```
virtual void createKeypoints(Frame* frame);
virtual Scalar getDistance(const cv::Mat& desc1,
    const cv::Mat& desc2) const;
```

Listing 8.3: Common interface for CAM-SLAM feature handling. When feature detection and extraction algorithms are provided, the implementation of this interface usually only takes a few lines of code.

### 8.3 Algorithms

CAM-SLAM is strongly inspired by ORB-SLAM and in consequence shares commonalities with the works of Klein and Murray [KM09 as well as Strasdat et al. SDMK11. The novelty of CAM-SLAM is that various camera models are supported and for this reason the applicability of algorithms had to be considered carefully during development. As the overall scheme of keypoint-based monocular SLAM methods is introduced in Chapter 5, this section focuses on peculiarities of CAM-SLAM.

### 8.3.1 Mapping

A central role of the mapping thread is to generate new map points. Section 4.2 discussed available triangulation methods, whereat some of them, like the pop-
ular linear triangulation, are restricted to the pinhole camera model. Methods that allow arbitrary camera models include angular triangulation, midpoint triangulation and direct triangulation. During experiments, direct triangulation was rejected rather quickly, as it is more expensive than midpoint triangulation and did not perform better. Tests revealed that CAM-SLAM is able to execute stably with midpoint as well as angular triangulation. This result might be unexpected in the light of Section4.2, but it becomes clear when considering that the mapping thread performs local bundle-adjustment whenever a new keyframe is created - including the moment of map initialization. As long as a triangulated map point is not rejected as an outlier, which happens more frequently with midpoint triangulation, its position will be optimized by the mapper. With respect to efficiency, midpoint triangulation executes around $60 \times$ faster than angular triangulation. Roughly 3000 calls to the triangulation method are performed each second, depending on the type of image features, the camera and the dataset. During experiments, this resulted in an average computation time of $82.46 \frac{\mathrm{~ms}}{\mathrm{~s}}$ for angular and $1.36 \frac{\mathrm{~ms}}{\mathrm{~s}}$ for midpoint triangulation ${ }^{2}$

In order to gain robust triangulation, the following pre- and post-triangulation (distinguished by $\mathbb{C}$ ) checks are performed for each potential map point:

4 The angle between the back-projection of both image coordinates has to be larger than a threshold $\lambda_{\alpha}$. This way, map points with a high depth uncertainty are effectively rejected. An alternative approach is to parametrize map points by their inverse depth, as discussed in CDM08.

- Inspired by ORB-SLAM, the scale consistency is confirmed by verifying that the ratio of distances to both camera centers corresponds to the feature pyramid levels. For instance, when the features are on the same level, the ratio has to be in a range close to 1 .
- The projection of the newly created map point to both image spaces $\boldsymbol{u}_{1,2}$ has to be valid.
- The error between the keypoint positions and $\boldsymbol{u}_{1,2}$ has to be lower than a threshold $\lambda_{e}$ which is based on the image-space covariance of the camera model.

[^24]Notice that in contrast to regular visual SLAM methods, a maximal re-projection error is enforced instead of the epipolar constraint ${ }^{3}$. Enforcing the epipolar constraint has been avoided, as it would be dependent on a specific camera model and possibly expensive to evaluate.
When CAM-SLAM is newly started or when it lost tracking, it tries to initialize mapping. In the course of this, an essential matrix estimation is performed in a RANSAC-fashion. Even if this approach is less usual than the fundamental matrix estimation, it again offers the advantage of being camera model independent - as long as it is central. The first step of map initialization is to select a reference keyframe, usually based on the first input frame. Afterward, each new frame is treated as a potential keyframe and keypoints are matched to the reference keyframe, which is necessary to employ the 8 -point algorithm. The matching is based on a feature tracker that locally searches the best matching descriptor in two immediately consecutive frames for each previously matched keypoint of the older frame. This process is accelerated using the grid structure associated with the camera model, and when a match succeeds it is back-propagated to the reference keyframe. This can be understood as a survival of the fittest scheme, as the number of keypoints available for back-tracing is monotonically decreasing. When the number of matches falls below a threshold, a new reference keyframe is selected.

Due to the local search, camera movements should not be too aggressive until being initialized. It is common practice to pre-define a threshold for good features in order to remove outliers. Since this reduces flexibility - thresholds are only valid for one descriptor type and could also be scene dependent - CAM-SLAM follows another strategy. It is assumed that keypoints that were successfully traced back several frames tend to correspond to good matches and that after $\Lambda_{i}=4$ consecutive frames without switching the reference keyframe, descriptor distances are approximately normally distributed around a good threshold. Then, after observing $\Lambda_{i}$ consecutive frames, the threshold $\lambda_{f}$ is learned based on a generous $\chi^{2}$ test. As soon as the map is initialized, another $\chi^{2}$ test is performed to refine the threshold. This scheme has been tested successfully with binary ORB and real-valued SURF descriptors.
When the map is successfully initialized, the mapper performs local bundleadjustment to optimize map points and keyframe positions. The implementation is based on the $\mathrm{g}^{2} \mathrm{o}$ graph optimization framework and adopts the double window approach presented in Section 5.3.1. As with ORB-SLAM, the optimization process is performed twice: At a coarse scale first that is with few Levenberg-Marquardt iterations, and at a finer scale after outliers are removed.

[^25]Map points are created whenever a new keyframe is created. This time, point correspondences are found using FLANN [ML09], and if applicable, also using the tracking method employed during initialization. Points are always triangulated based on a match between keyframes.

### 8.3.2 Tracking

The tracking-component is responsible for locating the camera in space and has to operate as fast as possible. Should a new image frame arrive before the last one is processed, the new frame is skipped. Initially, the pose of a new frame is estimated using a linear motion model that also incorporates skipped frames. A more sophisticated guess would be possible, for instance with Kalman filtering, but the linear model showed to be sufficient.
Given the initial estimate, feature matching is performed with the currently selected keyframe by projecting available map points to the new frame. This is possible because the keyframe has keypoints associated to map points and map points, as well as the new frame, are already located in 3D space. The matching is again accelerated using the grid structure, and an epipolar check is not performed. The distance between the projected and the actual keypoint position has to fall below a threshold, however, and the descriptor distance is tested using the threshold learned during map initialization. If the number of successful matches is lower than the threshold $\lambda_{m}$, the new frame is labeled as untrackable. In this case, the system tries to create a new keyframe as fast as possible, because this could assist future tracking. After receiving $\Lambda_{t}$ untrackable frames in a row, tracking is set to be lost. During experiments $\Lambda_{t}=1$ was specified. Hence, tracking was lost at the first untrackable frame.
In the case that enough matches are found, bundle-adjustment is performed to refine the initial pose estimate. This process is again divided into two steps first, before outlier removal; and second, with outlier removal. In contrast to the bundle-adjustment of the mapping-component, map point positions are unaltered and fewer points are used.
Finally, as with ORB-SLAM, the tracker requests a new keyframe when less than $\Lambda_{v} N_{f k}$ map points associated to the keyframe were found in the frame, where $N_{f k}$ is the number of map points in the keyframe and $0<\Lambda_{v}<1$, here $\Lambda_{v}=0.9$. This can be understood as a visual change condition.

### 8.3.3 3D Reconstruction

A comprehensive representation of the environment is crucial for mobile robots, and Chapter 6 already introduced related concepts. CAM-SLAM implements the


Figure 8.2: Application of CAM-SLAM's semi-dense reconstruction to the rgbd_dataset_freiburg3_long_office_household dataset. The first image shows the target keyframe, and the pixel subject to inverse depth estimation is highlighted by a green dot. The second and third image show the corresponding epipolar line. Red pixels on this line are rejected as their cost is above a threshold and yellow pixels are rejected due to one of the conditions presented in Section 6.1. A green circle marks the matches' position.
procedure presented by Mur-Artal and Tardos in MAT15 and again derives generalized algorithms in order to support a wide range of camera models.

The method is outlined as follows: Given a keyframe $K$ that is subject to semidense 3D reconstruction and a set of covisible keyframes $K_{1} . . K_{n}$, an inverse depth value is computed for every applicable pixel of $K$ by performing epipolar line matches with $K_{1} . . K_{n}$. Every match results in a depth hypothesis, and hypotheses are fused if enough are available. As all inverse depth computations are independent, this process is executed in parallel with an arbitrary amount of threads using OpenMP.

Because CAM-SLAM assumes a central camera model, epipolar line searches are possible, but the parametrization of these lines is not predefined. Capturing hyperbolic or parabolic mirrors yields conical epipolar lines, while the cylindrical model results in sinusoid and the pinhole model in straight lines.

CAM-SLAM offers complete independence of the specific type of epipolar lines by employing a line simplification algorithm, and follows the same principle as the Ramer-Douglas-Peucker Ram72 algorithm. Given the target keyframe $K$ with the inverse depth range $d_{\min }<d<d_{\max }$, a reference keyframe $K_{i}$ and a pixel coordinate $\boldsymbol{u}$ of interest, the back-projection of $\boldsymbol{u}$ at depth $d_{\text {min }}$ and $d_{\text {max }}$ is projected to the image space of $K_{i}$ and referred to as $\boldsymbol{v}_{1,2}$. Here, the extremes $d_{\min }$ and $d_{\text {max }}$ are chosen as the $5 \%$ - and $95 \%$-quantiles of the depth values of all map points associated with $K$, which effectively narrows the search and removes outliers. The direct line between $\boldsymbol{v}_{1}$ and $\boldsymbol{v}_{2}$ is then sub-sampled by projecting


Figure 8.3: Error progression during epipolar line sampling. While the red bars in the upper plot resemble the error of the reference keyframe shown in Figure 8.2b, the bars in the bottom image resemble the one of Figure 8.2c. Further, blue lines account for intensity residuals and turquoise ones for gradient residuals. Grayly marked areas are rejected due to the gradient angle condition (condition 2 of Section6.1). A version of the upper plot using direct depth instead of inverse depth parametrization is in the appendix as Figure A.1 for the interested reader. The plots demonstrate a well-known property of inverse depth sampling: In the short-baseline case (upper figure) fewer minima exist and the cost-function behaves smoother. For this reason, it is easier to find the optimum, but since pixels correspond to a larger inverse depth range, the result is less precise. For larger baselines, the precision will increase but the task of finding the correct match becomes more serious.


Figure 8.4: Result of the semi-dense triangulation procedure of CAM-SLAM. At a closer inspection it becomes apparent that some edges are reconstructed twice. Please note, however, that this experiment has been performed without loop-closing. As a result, each inaccuracy that emerged while executing monocular SLAM directly affects the quality of the 3 D reconstruction. Hence, the monocular SLAM procedure, as well as the semi-dense 3D reconstruction procedure, can be considered to be of high quality.
intermediate 3D points of the declared depth range to $K_{i}$. Sub-sampling is repeated iteratively until subsequent line-segments are nearly straight or until the length of segments falls below a threshold. The pseudo-code for this algorithm is shown in Listing B.2 Please notice that this procedure involves little overhead when used in conjunction with pinhole cameras, since the sub-sampling stops at the first iteration.
CAM-SLAM samples the epipolar line segments using the Bresenham Bre65] algorithm and assigns a matching cost to each pixel, as in Equation 6.3. It also performs the sub-pixel refinement and error propagation discussed in Section 6.1. Figure 8.2 illustrates the epipolar line sampling for one target and two reference keyframes. The error and residual values belonging to the sampling process in these images are plotted in Figure 8.3. While conditions 1 and 2 of Section 6.1 are enforced during sampling, condition 3 is not, as it makes assumptions about the camera model.
After completing the semi-dense inverse depth-map, hole filling and regularization are applied to improve the quality. These steps are realized comparably to the LSD-SLAM implementation and are repeated $\Lambda_{N_{R}}=2$ times. The hole-filling step iterates over the inverse depth map and analyzes a window of size $\Lambda_{h}=3$ around each pixel without depth value. When more than $\Lambda_{h_{n}}=3$ neighbors in the window have an inverse depth value and have a similar intensity to the pixel of interest, their merged value is assigned to the pixel, as in Equation 6.8. In contrast


Figure 8.5: The image on the left side shows the V. $360^{\circ}$ camera. Courtesy of VSN Mobil, retrieved from Mob15]. On the right hand side $40 \%$ of a picture taken with the V. $360^{\circ}$ is depicted. The cropping is due to the extreme $(6480 \times 1080)$ aspect ratio of the image. The full picture is available in A. 10
to the hole-filling step, the regularization step considers a window (of size $\Lambda_{r}=5$ ) around each pixel that has a value assigned. LSD-SLAM then averages those values in the window that are not further away than $2 \sigma_{f}$ from the current one. CAM-SLAM, on the other hand, performs a $\chi^{2}$ test at $95 \%$, which is effectively the same. The reason to prefer the $\chi^{2}$ here is that inverse variances of inverse depth values are stored in the implementation. As a result, the $\chi^{2}$ - in contrast to a direct $\sigma_{f}$ test - can be performed without performing computational expensive divisions. CAM-SLAM again incorporates image intensities and merges the inverse depth values as during hole filling.

Inverse depth map regularization and hole filling are speeded up using the multithreading capabilities of OpenMP. A result of the triangulation procedure is shown in Figure 8.4

### 8.4 VSN V. $360^{\circ}$

Among other cameras, the V. $360^{\circ}$ of VSN Mobil was used during experiments. It is a consumer class camera and is displayed in Figure 8.5. The initial idea was to equip a mobile robot with this camera in order to gain omnidirectional vision ${ }^{4}$ For this reason, the camera had to provide a static video stream via HDMI - a functionality that was not provided by the up-to-date firmware at the beginning of this thesis. To overcome this limitation, a new remote control software with Python and $\mathrm{C}^{++}$interface has been developed, using reverse engineering techniques. The course of action is only briefly outlined here: The official application

[^26]
(a) Regular $6 \times 4$ grid

(b) Reiterative $6 \times 4$ grid

Figure 8.6: Comparison of a regular grid and reiterative grid. While the extreme columns have maximal distance (here $\left\|x_{\min }-x_{\max }\right\|=5$ ) in the regular grid, their distance is 1 in the reiterative grid, where the maximal horizontal distance amounts to $\frac{w}{2}=3$ and horizontal distances in general are given by $\Delta x=\min \left(\left\|x_{2}-x_{1}\right\|, w-\left\|x_{2}-x_{1}\right\|\right)$. In the implementation of the reiterative grid, $50 \%$ of the first column belongs to the beginning and the remaining $50 \%$ to the end of the underlying image.
communicates with the camera via wif ${ }^{5}$, and therefore, a man-in-the-middle attack CH15 suggests itself. The major hurdle is that the manufacturer makes use of certificate-pinning to secure the communication. This problem has been overcome by decompiling the official application and injecting a fake certificate. Large portions of the extracted protocol are included in the remote control software, which is available on github [Rü15].
As already mentioned in Section 3.2.5, the V. $360^{\circ}$ exhibits a cylindrical camera model. Because tracking, as well as mapping, requires a grid structure for feature matching, the lateral cylinder surface must be divided in a reiterative grid to preserve locality, as illustrated in Figure 8.6.

### 8.4.1 Calibration

The main purpose of camera calibration is to find the intrinsic parameters of the applied camera model. Due to the popularity of traditional cameras, this process is well studied for the pinhole camera model. The fact that various omnidirectional camera models are available - Section 3.2 .3 presents an established one - is reflected in the calibration methods: They are specialized for the model at hand. As with traditional cameras, automatic omnidirectional calibration methods were

[^27]

Figure 8.7: The ruler on the left side was aligned with the camera axis in order to calculate the pixel per cm ratio at several stops. The average ratio resulted in $86 \frac{p x}{c m}$, while the ratio at the top yielded $79 \frac{p x}{c m}$ and at the bottom $100 \frac{p x}{c m}$. This behavior has been measured using distinct angles. It occurred in every direction, with varying intensity though. A reason for this peculiarity could be that the manufacturer compensates for the decreasing resolution towards the mirror's center this way. The green plot on the right represents the measured ratio-divergence from the average. It has been approximated by an second order function, which is shown in blue and used to diminish this effect. The red line at 0 would correspond to optimal measurements of a perfect cylindrical camera.
proposed, such as by Bazin et al. BKDV08. Adan Salazar-Garibay compiled available methods for a survey in his PhD thesis SG11. Unfortunately, it is not possible to access raw images of the $\mathrm{V} .360^{\circ}$ and in consequence, available calibration software could not be used.

In order to acquire calibration parameters nonetheless, a two-stage approach was chosen. As usual, grid points of calibration patterns were extracted and used to formulate a cost-function based on extrinsic and intrinsic camera parameters by comparing actual and predicted grid-point positions. Since the cylindrical camera model is highly non-linear, the first step has been to identify a set of promising local minima by an evolutionary computation system. This decision had practical reasons as well: An adequate system had been developed previously and the formulation of an appropriate fitness function is trivial. The second step has been to refine the results numerically using a non-linear optimization algorithm, namely the quasi-Newton BFGS NN91 method ${ }^{6}$.

An additional calibration approach has been tested that could not improve the calibration results, however: The camera was placed inside a metal tube with a well-structured pattern of round holes in it. The center of each hole was detected and compared to a projected position, as usual. The advantage of this method is that only one image is required, and hence, that extrinsic parameters have to be

[^28]

Figure 8.8: Illustration of image artifacts produced by the V. $360^{\circ}$. At difficult lighting conditions, the camera tends to produce scratchy edges as in 8.8a. Additionally, edges might suffer blurriness, as the redly marked ones in 8.8b, even though vicinal ones appear sharp, as the greenly marked ones. Both effects are most probably related to post-processing steps performed directly on the camera.
estimated only once. This is possible as the pattern of holes is spread over the complete image space. Figure A. 9 shows a camera image from within the tube and with detected circles.

Please notice that camera calibration is a domain of its own and an in-depth discourse is out of the scope of this thesis.

### 8.4.2 Artifacts

That VSN aims at the consumer market with the V. $360^{\circ}$ already became apparent during calibration, which an image quality analysis reconfirms. Figure 8.8 highlights two distinct artifacts that are frequently observed, especially at difficult lighting conditions.
It is likely that these artifacts are related to post-processing steps, as these are commonly performed on consumer devices such as mobile phones. These effects appear with a recently cleaned camera, and an option to turn post-processing off is not provided. Further, and again depending on the lighting conditions, the video stream suffers from considerable motion blur and an unpreventable auto-adjustment of the frame-rate is performed. During experiments, the artifacts were addressed by down-sampling the footage. Down-sampling removes the high-frequency portion of the signal, and hence, reduces some of the effects discussed above. Here, the insertion of new aliasing-artifacts has to be prevented, for example by applying Lanczos interpolation or bilinear interpolation.

## Chapter 9

## Results

In order to evaluate the performance of CAM-SLAM in terms of accuracy, speed and robustness, a variety of tests has been carried out. The usual approach for such tests is to employ datasets with highly accurate ground-truth data and to compare it to generated data. As flexibility is the major objective of CAM-SLAM, experiments have been executed on diverse datasets and omnidirectional data has explicitly been included. The used datasets are characterized as follows:

1. TUM-RGBD datasets $\left[\mathrm{SEE}^{+} 12\right]$ : Pinhole camera, handheld
2. KITTI datasets GLU12]: Pinhole camera, mounted on moving car
3. Catadioptric RGB-D dataset[SSG14]: Catadioptric camera, mounted on moving car
4. V360 dataset: Cylindrical camera, handheld
5. Room dataset: Equiangular camera, synthetic images and motion
6. Mars dataset: Equiangular camera, synthetic images and motion

While datasets 1-3 are publicly available, sets $4-6$ were created within the scope of this thesis. The setup for acquiring set 4 is shown in Figure 9.1. The V. $360^{\circ}$ was rigidly coupled with a marker and tracked using a slightly modified version of Aruco 1.3 [GJMSMCMJ14]. Although this tracking is not extremely accurate, it suffices to perform a qualitative evaluation of running CAM-SLAM with the

[^29]

Figure 9.1: Setup used to track the V. $360^{\circ}$. In order to create sequences with associated ground-truth, the camera motion has been calculated using marker tracking.


Figure 9.2: Rendering of the synthetic room scene. This image is used for illustration purposes only - one frame of the equiangular renderings that have been used during experiments is provided in Appendix A. 8 .

|  | CAM-SLAM | PTAM | LSD-SLAM | ORB-SLAM |
| :--- | :---: | :---: | :---: | :---: |
| fr1_xyz | 2.60 | 1.15 | 9.00 | $\mathbf{0 . 9 0}$ |
| fr2_desk | 3.53 | $\times$ | 4.57 | $\mathbf{0 . 8 8}$ |
| fr2_desk_person | 2.29 | $\times$ | 31.73 | $\mathbf{0 . 6 3}$ |
| fr3_long_office | 16.83 | $\times$ | 38.53 | $\mathbf{3 . 4 5}$ |
| synth_room | $\mathbf{2 . 8 4}$ | $\times$ | $\times$ | $\times$ |
| v360 sequence1 | $\mathbf{1 6 . 2 1}$ | $\times$ | $\times$ | $\times$ |
| v360 sequence2 | $\mathbf{1 4 . 9 2}$ | $\times$ | $\times$ | $\times$ |

Table 9.1: Comparison of root mean square absolute trajectory errors in cm , using small-scale datasets. With the exception of CAM-SLAM measurements, the data is provided by Mur-Artal et al. MAMT15.
V. $360^{\circ}$, as discussed later. Datasets 5 and 6 were generated using the computer graphics software Blender with an equiangular camera model. Synthetic datasets have the advantage of providing perfect ground-truth trajectories, but introduce appearance-related difficulties. For instance, while most real surfaces exhibit structure due to imperfections, synthetic ones can be completely smooth, and hence, featureless.

### 9.1 Accuracy

Experiments are grouped in two categories: Small- and large-scale experiments. A good measure of performance for the former category is the absolute trajectory error (ATE), as described by Sturm et al. [SEE ${ }^{+} 12$ ]. It is computed by determining the absolute differences of camera positions, after aligning the ground-truth with the SLAM-produced trajectory. Here, either a 6D- or 7D-alignment is performed, for example, using the method of Horn HHN88. The absolute trajectory error is less suited for large-scale data, however. Imagine a SLAM system always produced the perfect trajectory, but failed in one curve so that every subsequent position had a major offset to the ground truth. Compare this to the case in which a system continuously produces errors, but luckily, did not misinterpret the rotation. In a large-scale scenario, the second system might obtain an ATE which is $1000 \times$ less than the system that made one mistake only. Hence, a comparison of relative pose errors (RPE) that effectively measure the local drift is more meaningful on largescale data. As CAM-SLAM - just like other monocular SLAM-methods - suffers from scale-drift, only segments of large-scale datasets are investigated. For a more profound evaluation on large-scale data, loop-closing would be required, which has not been performed during experiments.


Figure 9.3: Plots that highlight the differences between CAM-SLAM estimated trajectories and ground-truth trajectories. While ground-truth trajectories are black, estimated trajectories are blue and differences between associated positions are plotted red. Gaps in the graphs correspond to missing associations, mainly because ground-truth data is missing.


Figure 9.4: Plots of two $\mathrm{V} .360^{\circ}$ sequences, where the ground truth trajectories are black and the estimated trajectories are blue. While SURF-features were used in 9.4a, ORBfeatures were used in 9.4b, That the ground-truth trajectories are not highly accurate becomes apparent when observing their discontinuities.

Table 9.1 compares the root mean squared ATE produced by CAM-SLAM to the ones produced by PTAM, LSD-SLAM and ORB-SLAM. Sequences starting with fr... belong to the popular TUM-RGBD benchmarking datasets. While the sequences $f r 1 \_x y z$ and $f r 2 \_$desk present a static environment with a moving camera, a person is interacting in sequence fr2_desk_person. Processing non-static environments is difficult for visual SLAM systems, which is shown in PTAM failing to handle the scene and LSD-SLAM producing large errors. In contrast, the reliability count presented in Section 8.2.1 and the outlier removal of ORB-SLAM proved to be effective. Figures 9.3 b and 9.3 c show related plottings of the ground-truth and estimated trajectories as well as their differences. The scene fr3_long_office, which also presents a moving camera in a static environment, is difficult because the camera maneuvers close to an object (the bear), rotates and maneuvers back. This can easily cause scale-drifts or even tear down tracking and is liable for CAMSLAM's high error in this scene. The difficult part of sequence fr3_long_office is outlined with an orange box in Figure 9.3d.
The results presented in Table 9.1 show that CAM-SLAM has a comparable performance as state-of-the-art methods. It outperformed LSD-SLAM in all testsequences and it was robuster than PTAM. ORB-SLAM, on the other hand, consistently produced better results than CAM-SLAM, which has several causes:

1. ORB-SLAM is more finely tuned with respect to the camera model and keypoint descriptors.
2. ORB-SLAM performs loop-closing, while CAM-SLAM did not in the experiments.
3. ORB-SLAM tracks a local map. Up to now, CAM-SLAM uses the local map for mapping only and performs tracking to a reference keyframe.

Nevertheless, CAM-SLAM benefits from its flexibility. Neither of the other methods is able to handle omnidirectional data, while CAM-SLAM performed as well on the omnidirectional synthetic room sequence as on the other sequences. The estimated trajectory is shown in Figure 9.3a: The camera firstly moved straight from one corner of the room to another one, started rotating and moved to yet another corner while rotating. CAM-SLAM worked well on this set and produced errors of the same order as with the TUM pinhole-datasets.

Figure 9.4 presents the results generated with the V. $360^{\circ}$-sequences. Even though the ground-truth is not highly accurate, it is obvious that CAM-SLAM was able to reproduce the original trajectory. Absolute trajectory errors are included in Table 9.1. Here, the values are similar to the one of sequence fr3_long_office. There are three reasons for the relatively large error: First and foremost, the camera calibration could not be performed perfectly, as the V. $360^{\circ}$-model is not completely in accordance with a cylindrical model. This effect is illustrated in Figure 8.7 and it has been reduced using a second order approximation. Additionally to the inaccuracies of the camera model, the artifacts discussed in Section 8.4.2 further encourage trajectory errors. The last reason for the relatively high error is that the ground-truth itself is prone to imprecision. Considering these circumstances, CAM-SLAM's performance on the V. $360^{\circ}$-dataset can be regarded as being convincing.

In addition to evaluating the accuracy of CAM-SLAM in small-scale sequences, the applicability to large-scale sequences has been tested. Figure 9.5 presents the corresponding trajectories, which were generated using three different camera models. A rendering of the synthetic Mars scene, which was used for the first sequence, is available in Appendix A.2. The according ground-truth trajectory is evenly approximated by CAM-SLAM, despite a modest drift. Due to the more complex camera movement, a more serious drift occurred in the catadioptric dataset. That the estimated trajectory suffers from a drift in scale becomes clear when observing the pulling in and out of the dead-end road in Figure 9.5b. One has to consider, however, that the catadioptric camera is not mounted centrally on the car and that a certain offset is expected for this reason. Appendix A.3 shows two frames of this dataset from two different cameras. The output of only one of these cameras was used during experiments. The remaining plot shown in Figure 9.5 c resembles experiments with the KITTI dataset that uses a pinhole camera. In this dataset,


Figure 9.5: Plotting of large-scale trajectories.

|  | ORB |  | SURF |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | Extr. | Tracking | Mapping | Extr. | Tracking | Mapping | Dense |
| Desk | 18.54 | 22.02 | 448.74 | 325.03 | 23.07 | 333.34 | 384.48 |
| Room | 26.43 | 21.31 | 352.47 | 266.30 | 29.57 | 266.97 | 14340 |
| Cata | 28.67 | 8.07 | 178.12 | 225.00 | 33.22 | 401.47 | - |
| Mars | 36.89 | 18.66 | 226.03 | 210.55 | 7.90 | 83.83 | - |

Table 9.2: Timings of several components of CAM-SLAM, while being executed with different datasets. Each column denotes the recording of one component (feature extraction in combination with feature tracking, frame tracking, local mapping and semi-dense reconstruction) and each row denotes another dataset (two small-scale sets: fr2 _desk (1), synthetic room (5) and two large-scale sets: catadioptric set (3) and Mars set (6)). While feature extraction and frame tracking timings measure the time for one frame to be processed, mapping and semi-dense reconstruction measurements apply to keyframes. All measurements are are specified in milliseconds.
the most severe drift occurred, which might be related to the shorter visibility of map points. Interestingly, SURF feature matching was more reliable as ORB matching, given catadioptric images. This could be related to the higher degree of distortion, which clearly affects keypoint descriptors, but an in-depth analysis remains outstanding.

### 9.2 Performance

The performance of CAM-SLAM with respect to execution speed has been analyzed by recording timings of essential components. In addition, poor-manprofiling was performed to identify bottlenecks and to understand the overall performance of the system. The results of this profiling step are visualized as a flaming
graph in Figure 9.6, where they are also discussed. Table 9.2, on the other hand, presents the time recordings. An input video-stream with $24-30$ frames per second grants a visual SLAM system approximately $42-33 \mathrm{~ms}$ to process the frame, when frame drops ought to be prevented. CAM-SLAM fulfilled this constraint for each dataset, when ORB keypoints were used. At this point, it became useful to separate frame tracking and feature extraction, as outlined in Figure 8.1. Ultimately, this is pipelining and allows to run CAM-SLAM at higher frame rates ${ }^{2}$. It is surprising at first that frame tracking and local mapping are executed faster on omnidirectional datasets than on the pinhole camera sequence. The reason for this is that more keypoints were successfully matched with the pinhole camera using ORB-features. As a consequence, more map points were triangulated and involved optimization operations became more expensive. The tracking and mapping of the Mars-dataset has been as fast with SURF-features for the same reason.

A strong contrast between ORB- and SURF-features is given by the respective extraction time. It takes approximately $10 \times$ longer to extract SURF-features, which has implications for their applicability: Sequences with aggressive or noncontinuous movements, such as sequences generated with a hand-held camera, are more likely to fail with SURF-features. This is because the tracking thread predicts camera poses less frequently, and hence, produces larger deviations in the predictions.

Another contrast becomes apparent when correlating semi-dense reconstruction timings. This process takes significantly longer with omnidirectional imagery. The increased processing time is caused by the line-simplification algorithm, which is discussed in Section 8.3.3. It produces more depth samples when used with nonlinear camera models and thus is most efficient on the pinhole camera model.

While Table 9.2 showed that camera tracking can run in real-time, the local mapping procedure is only executed a few times per second. This is expected and is comparable to the behavior of ORB-SLAM. Mur-Artal et al. [MAMT15] measured that ORB-SLAM requires approximately 31ms for feature extracting and frame tracking, which is performed sequentially and approximately 460 ms for local mapping. It is unclear, however, which hardware has been used for those measurements. Considering the time required for ORB-feature extraction (they measured 11.42 ms for the same method), it must have been about twice as fast. Here, an Intel $®$ Core ${ }^{\mathrm{TM}}$ i7-920 processor from 2008 has been used with 1066 MHz DDR3-RAM.

[^30]

Figure 9.6: Flaming graph of CAM-SLAM. Flaming graphs are visualizations of poor-man-profiling. Basically, the profiler takes snapshots of the program stack at a high rate - here, several thousand times in total - and analyzes the frequency of function calls. As computational expensive functions appear often in the stack, they are likely to correspond to a high frequency. Poor-man-profiler are easy to use, entail little overhead and provide useful stack-information. Here, the main components mapper, system and tracker are highlighted in blue, green and purple respectively. Highlighted in light blue, the mapper spends most of its time with keyframe creation, which encompasses local bundle-adjustment (performed by $\mathrm{g}^{2} \mathrm{o}$ and highlighted in white). Due to technical reasons, angular triangulation is shown on a separate stack on the left side, marked in black. Midpoint triangulation would barely appear in the graph. Three of the lighter green calls on the system stack correspond to call-backs, while the slightly more intense greenly marked call represents feature extraction. The tracking thread also spends most of its time executing $g^{2} o$ which then executes Levenberg-Marquardt optimization. A bit further above on the tracker stack, highlighted in pink, there is the computation of the reprojection error. Here, a pinhole camera has been used. The bar belonging to the reprojection error would be bigger for more complex camera models. Using the information of this graph, one can carefully consider which functions respond best to optimization. Namely, functions that appear frequently, whereas laborious optimizations of functions that are only represented narrowly here should be avoided. In this experiment, the system and tracking threads nearly operate at full capacity, while the mapping thread is fully loaded.

## Chapter 10

## Conclusion

This thesis presented principles of monocular SLAM techniques, elaborated on state-of-the-art methods and introduced a new system called CAM-SLAM. While CAM-SLAM showed a similar accuracy as state-of-the-art monocular SLAM methods, it provides considerably more flexibility at the same time.

Being research software though, CAM-SLAM can still be improved. First of all, the initialization procedure assumes a non-planar environment. Given a pinhole camera model, it is possible to compute a homography to initialize from a planar environment, but this concept does not generalize to any central camera model. Zhang et al. ZLZH10 presented an equivalent approach for some catadioptric camera models, but a more flexible method would be desired. Also, CAM-SLAM lacks a re-localization algorithm, and loop-closing has to be implemented more robustly. This would substantially improve the performance on large-scale datasets and simplify the comparison with other methods.

Banissi and Golipour BG14 recently proposed an algorithm for the efficient sampling of conics. It is possible that this algorithm could reduce the execution time of the semi-dense reconstruction method for catadioptric camera models.

Mur-Artal et al. [MAMT15] already realized that their method might profit from representing points at infinity, as described by Civera et al. [CDM08. The same argumentation holds true for CAM-SLAM: Especially on sequences that exhibit camera transformations with a rotational component only, an inverse depth representation during tracking can stabilize the SLAM execution.

Another area for future research involves the creation of high-quality omnidirectional datasets. Such datasets are available for traditional cameras and an equivalent benchmarking set for omnidirectional camera models would ease the evaluation process.

To my knowledge, CAM-SLAM is the first system able to support any type of central camera model. In addition to executing monocular SLAM, it is also able to perform a semi-dense reconstruction of the environment. Successful experiments have been performed using synthetic datasets as well as real datasets with a variety of camera models. The sets included small-scale indoor scenes and large-scale outdoor scenes.

In order to obtain CAM-SLAM's flexibility, relevant techniques were analyzed thoroughly. Different triangulation methods were implemented and compared for instance, to decide which ones are best suited for camera-agnostic monocular SLAM. Furthermore, a camera model-agnostic initialization procedure was presented that is also independent of the type of salient images features.

As a result, CAM-SLAM is able to operate with the V. $360^{\circ}$, which exhibits a rather uncommon camera model and could not be calibrated with high accuracy. CAM-SLAM is easy to use, avoids heavy weight dependencies and implementing a new camera model can usually be done within minutes.

These characteristics are unique and the potential of CAM-SLAM is considerable. With the help of CAM-SLAM, after being put into a new environment, a machine can quickly recognize its new surroundings, imposing minimal requirements on the camera model.

## Appendix A

## Additional Figures



Figure A.1: This figure shows the same epipolar sampling as Figure 8.3, but with a different x -axis scaling. While Figure 8.3 is parametrized by inverse depth, a parametrization by immediate depth values is illustrated here. By comparing the width of error bars, the following relation becomes apparent: The smaller the depth value of a pixel, the smaller is the depth range of the pixel. This effect is neglectable when the inverse depth parametrization is used.


Figure A.2: Rendering of the synthetic Mars scene. As with the rendering shown in Figure 9.2 , this rendering is used for illustration purposes only and an actual equiangular rendering would look like Figure A.8.

(a) Left camera

(b) Right camera

Figure A.3: Two simultaneously acquired frames of the catadioptric dataset [SSG14] (3) that was used during experiments. When omnidirectional cameras are used, it is common that a considerable portion of the images is occluded by the robot - or car in this case. Hence, an appropriate masking of the image frames is mandatory.


Figure A.4: Map data-structure of CAM-SLAM. The map contains a list of keyframes and map points, which offers the ability to add or remove instances in constant time, or $O(1)$. Each keyframe also stores a lookup-table of the size of image features, in order to quickly associate features to map points. Map points, on the other hand, reference their observations, which in turn allows for quickly associating keyframes to map points. The list of observations that is maintained by every keyframe allows to access map points efficiently. Finally, the red-black trees of the multi-index container provide fast dereferencing of covisible keyframes, as described in Section 8.2.3.
-ұч๐ฺ.
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Figure A.6: Main window of the cam-slam-viewer. The predominant interface widget is the 3D renderer, which shows 4 keyframes (3 in grey and the selected one in red), the current frame in blue and a set of map points. Note that two of the keyframes are created in quick succession and nearly coincide. This behavior allows the spawning of more map points after initialization. Additionaly, the ground-truth camera path is highlighted in green and keyframes are connected by a blue line.




Figure A.10: Complete picture shot with the V. $360^{\circ}$ camera at a resolution of $6480 \times 1080$. On a closer inspection, it is possible to observe artifacts resulting from post-processing steps that are performed on the camera.

## Appendix B

## Additional Listings

```
typedef std::function<void(KeyframePointerConst)> KeyframeListener;
typedef std::function<void(FramePointerConst)> FrameListener;
typedef std::function<void(MapPointerConst)> MapListener;
// Listeners
void addNewKeyframeListener(const KeyframeListener& listener);
void addDenseKeyframeListener(const KeyframeListener& listener);
void addSelectedKeyframeChangedListener(const KeyframeListener&
                    listener);
void addNewFrameListener(const FrameListener& listener);
void addSelectedMapFragmentListener(const MapListener& listener);
    /// Setup SlamSystem, using a specific feature Handler
void setup(shared_ptr<FeatureHandler> featureHandler =
    std ::make shared<ORBHandler>(),
    bool enableAutoDense = false,
    bool loopDetection = false);
/// Set default camera model
void setDefaultCameraModel(CameraModelPointer model);
/// Start all sub-systems (threads), wait for data
void start();
/// Shutdown sub-systems (threads)
void shutdown();
/// Usually used for synthetic datasets.
/// Allows the user to create the frame first and then run as normal.
void addFrame(FramePointer frame);
```

```
/// Add image, make frame / keyframe,
/// using the default camera model, then call addFrame
void createFrame(cv::Mat image);
/// Add image, make frame / keyframe, then call addFrame
void createFrame(cv::Mat image, CameraModelPointer cameraModel);
/// Intrsuct the system to create a semi-dense (inverse)
/// depth map for either all or the next KF
void reconstructDense(bool all=false);
/// Get last tracked frame
FramePointerConst getLastFrameTracked() const;
/// Get last tracked frame
FramePointerConst getLastFrameWithKeypoints() const;
/// Get last added frame
FramePointerConst getLastFrame() const;
/// Get selected keyframe
KeyframePointerConst getSelectedKeyframe() const;
/// Return the map
MapPointerConst getMap() const;
/// Count mapped keyframes
size_t countKeyframes() const;
/// Count map points
size_t countMapPoints() const;
/// Is the system shutting down?
bool isShuttingDown() const;
/// Is tracking good? Returns false when the last frame wasn't
/// tracked properly, even when the tracking is still active.
bool isTrackingGood() const;
```

Listing B.1: Public interface of CAM-SLAM. The entire functionality of CAM-SLAM is encapsulated by this easy to use interface.

```
do{
    // skip when segment too small
    if(cameraModel->getDistance(start, end) < tMinLength){
        // continue with stack
        if(stack.empty()) break;
        start = end;
        end = stack.pop();
        continue;
    }
    // sample inverse depth-range
    Vec2 mid = subdivide(start, end);
    if(!cameraModel->isValidPixel(mid)) break;
    // check condition
    Vec2 sm = (mid-start).normalized();
    Vec2 me = (end-mid).normalized();
    if(sm.dot(me)< tMinDot){
        // Subdivide first half and add second one to stack
        stack.push(end);
        end = mid;
        continue;
    }
    // epipolar line sampling
    sampleLine(start, end);
    // continue with stack
    if(stack.empty()) break;
    start = end;
    end = stack.pop();
}while(true);
```

Listing B.2: $\mathrm{C}^{++}$-like pseudo-code for the line-simplification algorithm used in CAMSLAM. Whenever a segment is sub-sampled, the second half is stored on a stack, while the first one is processed immediately.
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[^0]:    ${ }^{1}$ Or a set of cameras with non-overlapping images.

[^1]:    ${ }^{2}$ As long as it is possible to extract and track salient image features.

[^2]:    ${ }^{3}$ The actual optical center of the camera was rotating and translating in a predefined way, allowing the computation of depth values.

[^3]:    ${ }^{1}$ More precisely, the Euler angles $\mathbf{S O}$ (3) representation introduces singularities in the form of gimbal locks, and the $\mathbb{R}^{3 \times 3}$ matrix representation is redundant and entails constraints.

[^4]:    ${ }^{2}$ In Pri12 Simon Prince denotes probability mass functions as well as probability density functions with Pr, which is rather uncommon. The advantage of this notation is, however, that the discrete and continuous case do not have to be addressed separately, as in Equation 2.7 for example. After all, probability mass and density are strongly related. This notation has been adopted.

[^5]:    ${ }^{3}$ In fact, generalized least square problems can be rearranged to ordinary ones by transforming the data. Being a covariance matrix, $\Omega$ is positive semi-definite, allowing the decomposition: $\sum r^{\top} \Omega^{-1} r=\sum r^{\top}\left(L L^{\top}\right)^{-1} r=\sum\left(L^{-1} r\right)^{\top}\left(L^{-1} r\right)=\sum\left\|\left(L^{-1} r\right)\right\|^{2}$

[^6]:    ${ }^{4}$ Here the Gauss-Newton method for plain least squares is derived instead of the generalized least squares. Since the proceeding is exactly the same in both cases, the less distracting variant is presented.

[^7]:    ${ }^{5}$ Marquardt proposed this equation in a different but equivalent form. Since the style adopted here was introduced by [FAH71], some authors claim that he suggested to use $\operatorname{diag}\left[\boldsymbol{J}^{\top} \boldsymbol{J}\right]$ instead of $\boldsymbol{I}$.

[^8]:    ${ }^{1}$ Please note that in the context of bundle-adjustment the term back-projection is used reversely. The direction of projection should be clear when read in context though.

[^9]:    ${ }^{2}$ This was independently derived by Svoboda et al. as described in Svo00a

[^10]:    ${ }^{3}$ The original paper introduced two parameters, $l$ and $m$. Here, for simplicity the notation of [SNS11] is used, which assumes that $l+m=1$. The overall scheme remains the same.

[^11]:    ${ }^{4}$ This is actually true for any omnidirectional camera system, including fish-eye lenses.

[^12]:    ${ }^{5}$ The manufacturer of the camera described in Section 8.4 states: "We have our own proprietary calibration method. However, the engineer said we are closer to Scaramuzza for the calibration and we project the image onto a cylindrical surface." Spe15

[^13]:    ${ }^{6}$ The trivial parameters of image width and height are neglected here, since they are not subject to calibration.
    ${ }^{7}$ It is possible to construct equiangular catadioptric cameras, as described in Cor11, p.272]. These cameras are non-central, however, and during experiments a purely virtual equiangular camera has been used to create synthetic image sequences.

[^14]:    ${ }^{1} \boldsymbol{F}=\boldsymbol{K}^{-T} \boldsymbol{E} \boldsymbol{K}^{-1}$ is a generalization of the $\boldsymbol{E}$-matrix and incorporates camera parameters It can be used to operate on homogeneous image coordinates, when a pinhole-camera is present. It is not used in the remaining implementation and is only mentioned here to put the method into context.

[^15]:    ${ }^{2}$ Please note that triangulation refers to a different process in computer graphics.

[^16]:    ${ }^{1}$ This statement does not consider the omnidirectional LSD-SLAM implementation that has just been proposed by Caruso et al. [CEC15] and might be more accurate. A superficial comparison of Table 2 of their work to Table 9.1 indicates, however, that the accuracy lies between the one of LSD- and ORB-SLAM.

[^17]:    ${ }^{2}$ Here, the term neighboring does not necessarily imply that the frames are located near to each other.

[^18]:    ${ }^{3}$ The original paper [KM09] had a typographical error, stating that the distance to the nearest keypoint must exceed a certain threshold. This can be verified when examining the function NeedNewKeyFrame(KeyFrame \&kCurrent) in the MapMaker.cc file of the PTAM source-code, which is available at github KM13.

[^19]:    ${ }^{4}$ This way the formulation is more general and fits nicely to Equation 5.1. It is equivalent to the one of Forster et al. [FPS14].

[^20]:    ${ }^{1}$ Here, $u$ is a one-dimensional parameter of the epipolar line, because the actual 2D-coordinate $\boldsymbol{u}$ has only one degree of freedom.

[^21]:    ${ }^{2}$ Otherwise, edges of the image could (nearly) coincide with the epipolar line, and lead to a succession of matching candidates. As a result, a high uncertainty would be associated with each candidate.

[^22]:    ${ }^{1}$ According to AHB87, the methods of Horn and Arun et al. were developed independently at the same time.

[^23]:    ${ }^{1}$ Even though CAM-SLAM is designed to support loop-closing and offers an implementation, it is not yet robust enough to be presented here. For this reason, subsequent experiments are performed without loop-closing.

[^24]:    ${ }^{2}$ The attentive reader might be surprised to face the "unit" $\frac{\mathrm{ms}}{\mathrm{s}}$. It is equivalent to state that a thread is occupied for $82.46 \%$ or $1.36 \%$ of its time. In my opinion, however, the explicit notation used above is more comprehensible, and also gives a better sense for the cost than an absolute measurement which is in the order of microseconds: $28.62 \mu \mathrm{~s}$ vs $0.46 \mu \mathrm{~s}$ here.

[^25]:    ${ }^{3}$ One could argue that this is an implicit epipolar check, since the re-projected position is located on the epipolar line.

[^26]:    ${ }^{4}$ The camera supplies other sensor data that is useful for robots but of no interest here.

[^27]:    ${ }^{5}$ The camera also communicates via Bluetooth and turning the device on is only possible with Bluetooth. The new open-source remote control supports turning the device on and then handles all communication via wifi.

[^28]:    ${ }^{6}$ This is definitely not the fastest method, nor the most elegant one, to perform camera calibration. It rather resembles a general non-linear optimization approach.

[^29]:    ${ }^{1}$ Modifications were necessary to increase the tracking performance on a high-resolution camera (GoPro HERO3). While approximately $70 \%$ of frames were tracked before the modification, $100 \%$ were tracked afterward.

[^30]:    ${ }^{2}$ Currently, keypoint extraction is performed in the system thread of CAM-SLAM, which means that the execution of call-backs and feature extraction are bidding for the same resource. Hence, call-backs are delayed when using SURF-features and expensive call-backs interfere with the SLAM-system.

